Chapter 9

Dirac Field

In particle physics, the Dirac equation is a relativistic wave equation, which was derived by
the British physicist Paul Dirac in 1928 by unifying the principles of both the quantum theory
and the theory of special relativity. It describes massive spin-1/2 particles such as electrons
and quarks. Historically, it was validated by accounting for the fine details of the hydrogen
spectrum in a rigorous way. The equation also implies the existence of a new form of matter,
the so-called anti-matter, previously unsuspected as well as unobserved. In 1932 the positron as

the anti-particle of the electron was the first anti-matter to be detected in the cosmic radiation
by Carl David Anderson.

The wave function in the Dirac theory consists of four complex fields, which are called a spinor
as it transforms differently with respect to Lorentz transformations than a vector. For instance,
one needs a rotation around a fixed axis by 720° in order to recover the original spinor instead
of 360° for a vector. In the non-relativistic limit one obtains the Pauli two-component wave
function, whereas the Schrodinger equation deals only with a wave function of one complex
field. Moreover, in the limit of zero mass, the Dirac equation reduces to the Weyl equation,

which was supposed to describe massless neutrinos for decades.

In the following we derive at first the Dirac theory group theoretically by systematically work-
ing out the spinor representation of the Lorentz group. Although this derivation does not
correspond to the historic one of Paul Dirac and is technically more involved, it has several
advantages. On the one hand it emphasizes the Lorentz invariance as one of the fundamental
building blocks of any quantum field theory and explains as a side effect why a four-component
Dirac spinor is needed to describe a massive spin 1/2 particle. On the other hand it enables
to construct plane wave solutions by boosting trivial plane wave solutions in the rest frame to
a uniformly moving reference frame as an elegant alternative to plainly solving the underlying

Dirac equation.

Then we show the invariance of the Dirac theory with respect to discrete symmetries like
charge conjugation, parity transformation, and time inversion. With this we prove exemplarily

the seminal CPT theorem, which represents a fundamental property of physical laws. It states
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Figure 9.1: Set-up of the Stern-Gerlach experiment: a beam of silver or hydrogen atoms is split

into two parts due to an inhomogeneous magnetic field .

that a mirror universe, where also all matter is replaced by anti-matter, would evolve under
exactly the same physical laws. As a consequence the masses and life-times of particles and

antiparticles are exactly equal.

Afterwards, we discuss how to quantize the Dirac theory within the realm of the canonical
field quantization. With this we are able to deal with many massive spin 1/2 particles, whose
description naturally also contains their respective antiparticles. And, finally, we determine the
Dirac propagator, which describes the free motion of massive spin 1/2 particles and becomes
important for a perturbative treatment of the light-matter interaction in terms of Feynman

diagrams.

9.1 Pauli Matrices

The Stern-Gerlach experiment from 1922 involves sending a beam of silver or hydrogen atoms
through an inhomogeneous magnetic field and observing their deflection. As each silver or
hydrogen atom is in the ground state, its valence electron is in the 5s! or the 1s' state. Although
the atoms should then not have any angular momentum, the beam is split into two parts, see
Fig. 9.1. The reason for this is the spin angular momentum s = 1/2 of the valence electron,
which leads to a residual magnetic moment of the atom and, thus, to a deflection in the applied
inhomogeneous magnetic field. In order to mathematically describe the multiplicity of 2s+1 = 2

spin degrees of freedom, Wolfgang Pauli introduced three complex 2 x 2 matrices:

. (o1 , [0 —i , (10
a—<10>, J_<i 0), a—(o_l). (9.1)

It is straight-forward to prove that the three Pauli matrices fulfill the following anti-commutators:
(0", 0'], =201, (9.2)

where I denotes the 2 x 2 unit matrix:

10
I—<01>. (9.3)
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Here (9.2) means that the Pauli matrices represent a Clifford algebra with N = 3. Namely, a
Clifford algebra with N generators &', ...,V is defined by the anti-commutators

¥, glh =26 (9.4)
But one can also convince oneself that the Pauli matrices additionally obey the commutators
[O'k, (Tl] =2l € o, (9.5)

Here (9.5) means that the Pauli matrices also represent a Lie algebra with N = 3 generators.

Namely, a Lie algebra with N generators &', ..., &Y is defined by the commutators

(€7, €] =iCum ™, (9.6)

where Cj,,, denote the structure constants of the Lie algebra. By adding (9.2) and (9.5) we

result in the important calculation rule
O'kO'l = 5k‘ll + ieklm o™ y (97)

which allows to simplify products of Pauli matrices.

9.2 Spinor Representation of Lorentz Algebra

With the help of the Pauli matrices can construct two different representations of the Lorentz
algebra. At first, we remark that the matrices
L g

Lk:§0'

(9.8)
obey the cummutator relations (2.44) of the generators of rotations. Furthermore, one can
identify the generators of boosts via

M, =+ % ok | (9.9)

where both signs are possible. In fact with the identifications (9.8), (9.9) both commutator
relations (2.45), (2.46) are valid. With this we define the following two representations of the

Lorentz algebra:

1 :

R (9.10)
1 ,

D12 . (Lg, My) = (50167%016)‘ (9.11)

A general representation of the Lorentz algebra is characterized by D*1*2) where both quantum
numbers $1, sy can have all possible half-integer or integer values 0,1/2,1,3/2,2,.... It turns

out that the space corresponding to the representation D(1:52) contains particles, whose spin
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lies in the interval [|s; — s3], 51+ s3). In particular, particles with a single fixed spin s therefore
belong to the representation D or D)  The trivial representation D% for a spinless

particle assigns to each generator of the Lorentz algebra the number 1.

According to the Lie theorem of Section 6.5 the evaluation of the matrix-valued exponential

function
D(A) = ¢~ Lp-ME (9.12)

yields a representation of the Lorentz group, which corresponds to the representation of the
Lorentz algebra. In both cases (9.10) and (9.11) we obtain from (9.12):

' 1

D(l/Z,O) (A) = exp (_% op — 5 O-E) , (913)
' 1

DOV (A) = exp (_% op+ 3 a’€> ) (9.14)

In the following we evaluate the respective matrix-valued exponential functions (9.13), (9.14)

both for rotations & = 0 and for boosts ¢ = 0.

9.3 Spinor Representation of Rotations

According to (9.13) and (9.14) the spinor representation of rotations is given in both cases by

D (R(¢)) = exp (—% acp) . (9.15)
Due to the hermiticity of the Pauli matrices (9.1)
(*) = o* (9.16)
the representation matrices of the rotations are unitary:
D(R(w))' = D(R(g))". (9.17)

Considering the Taylor series of the exponential function in (9.15) we evaluate separately the

even and the odd terms:

(D" (o)~ (D" (g

D (R = — . 9.18
(B(e)) nzo 2n)l 22 an% @2n+ 1) 22+ (9.18)

Applying the calculational rule (9.7) we obtain
(0p)” = 10"t = orpr (O I + iegm o™) = @ 1, (9.19)

so that (9.18) leads to
A A U N A A
D - hal I— ) (¥ 7e. 2

(B(e)) {;ﬂ 2n)! \ 2 ! ;0 2n+ 1! \ 2 | (9:20)
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Taking into account the Taylor series of the trigonometric functions, one finally yields the spinor

representation matrices for rotations

D (R(¢p)) = I cos ("g') i% sin (%) , (9.21)

which are, indeed, unitary (9.17) due to (9.16). Note that both representations D(/2% and
D©1/2) vield the same representation matrices for rotations. Furthermore, we observe that
one needs in (9.21) a rotation of 47 in order to recover the identity, which is a characteristic

property for a spinor representation.

9.4 Spinor Representation of Boosts

According to (9.13) and (9.14) the representation of the boosts reads

D(B(E)) = exp (q: ! as) | (9.22)

Due to the hermiticity of the Pauli matrices in (9.16) also the representation matrices of the

boosts are hermitian:

D (B(€)" =D (B()) . (9.23)

The Taylor series of the matrix exponential function (9.22) is evaluated separately for even and

odd terms:

— 1 - (o§)> !
D(B(g))zzm 2% ; 2n+1 T (9.24)

With the help of (9.19) this changes to

o] 1 5 2n o) 1 £ 2n+1 0_£
D<B<€”:{§w(9> }m{%—(znw (5) }m' (925)

Taking into account the Taylor series of hyperbolic functions, one gets from (9.25) for the

representation matrices (9.22) of the boosts

(b6 - p (hoe) -1t (€) £ T (9) . ae

As a reminder we note again that the upper and the lower sign stands for the representation
D0/20) and DOY2) respectively. Furthermore, we remark that the representation matrices
(9.26) are, indeed, hermitian (9.23) due to (9.16).

In order to simplify (9.26) further we consider now a particle of mass M in the rest frame, so

that its contravariant four-momentum vector is given by

(Vi) = (Mc,0) . (9.27)
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Performing an active boost into the inertial frame the contravariant four-momentum vector
(9.27) changes to

P = B"(§)pk, (9.28)

where the respective matrix elements of the boost B*,(€) were already determined in Section
6.7 in terms of the the rapidity &. Using (6.76) we thus obtain

()=’ p) = (Mccosh €], @l M esinh |£|) (9.29)
Combining (9.29) with the hyperbolic Pythagoras
cosh?a — sinh® o = 1 (9.30)
and the hyperbolic addition theorems
cosh (a+ ) = coshacosh 3+ sinh («) sinh 3, (9.31)
sinh (o + ) = sinh («) cosh § 4 cosh asinh 3, (9.32)
the following relations are derived:
cosh (|£|) = \/COSh |2§| L \/pOQL]\jC ) (9.33)
sinh (|£|) = \/COSh |2£| —t \/p02}4]\c40 ; (9.34)
sinh (|§]) = 2sinh (|§|> cosh (|§|) V' - M]\Z)C(po + Me) . (9.35)

Using (9.33)—(9.35), the representation matrix (9.26) of the boost can be expressed by the

components of the contravariant four-momentum vector (9.29):

D(B(g))—exp<:F a&)—u/p Mo . \/p —— N OIS

- bw- e

(9.36)

In the following it turns out to be technically advantageous to extend the three Pauli matrices

o, (10
o —I—(O 1) (9.37)

to a four-vector of Pauli matrices:

o by the unit matrix

(") = (0%, 0%). (9.38)
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Then (9.36) implies that the boost of the representation D/29) can be concisely written as

1

DU (B(g)) = exp (—5 a&)

B po + Mc
V2Me(pd + Mc)

(9.39)

where the scalar product between the four-vector of Pauli matrices (9.38) and the four-momentum

vector is used:

po =p,ot =p’c® — po. (9.40)
Furthermore, we introduce the spatially inverted four-vector

7= (2° 1% = (20, —2") (9.41)
and, correspondingly, also the spatially inverted four-vector of Pauli matrices

&= (6°6%) = (0, —c"). (9.42)
With this we read off from (9.36) that the boost of the representation D('/2 is given by

DOV (B(£)) = exp (% aﬁ) =7 ]\Z&C&]\?M@ (9.43)

due to the scalar product
p& = p,o* = p’c® + po . (9.44)

For various later calculations it turns out to be useful to express the boost representations
(9.39) and (9.43) as the square root of the same expression with a doubled rapidity. Indeed,
taking into account (9.26) and (9.29) we obtain

o (75 7€) = Voo (7o) - ¢h €17 75 sinh gl = [ F o (0.45)

Thus, together (9.40) and (9.44) we conclude

exp (—% 0'§> = ]}\}—UC : (9.46)
exp <+% 0'6) = ]]\?4—60 : (9.47)

Whenever we will use later on the spinor representations for boosts (9.46) and (9.47) we have
to keep in mind that they present efficient shortcut notations for the more involved concrete
expressions (9.39) and (9.43).
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9.5 Lorentz Invariant Combinations of Weyl Spinors

So far we have constructed with D/29 and D(©/2) the smallest non-trivial representations
of the Lorentz group. Now we define the corresponding Weyl spinors £%(z) and n®(x) of
type (1/2,0) and (0,1/2) upon which the representation matrices of the Lorentz group act.
The different transformation properties of the Weyl spinors &,(x) and n®(x) under a Lorentz

transformation are expressed by using lower non-dotted and upper dotted indices, respectively:

Lalr)  — &) =DV (N),” &s(w), (9.48)
Na () — 0 (') = DO:1/2) (A)d[; n’(z). (9.49)

In the following we aim for constructing a Lorentz invariant action on the basis of using these
Weyl spinors. To this end we restrict ourselves to consider quadratic terms in the Weyl spinors

and their first partial derivatives.

At first, we only deal with quadratic terms in the Weyl spinors without any first partial deriva-
tive, which are needed to describe massive particles. In this case there are in total four different

combinations of two Weyl spinors

e, iy, e, €&, (9.50)

which are converted by a Lorentz transformation A into

D2 (N DAZO(A)e -t DOYD(A) T DOV (A,
n DOV (A D20 (A)e - ¢t DAY DOLYD (A, (9.51)

respectively. In case of a rotation A = R the representation matrices D*/29(R) and D1/2)(R)
coincide according to (9.13) and (9.14). Furthermore, we conclude from the unitarity (9.17)
of these representation matrices that all four transformed combinations (9.51) are identical to
the original combinations (9.50). But in case of a boost A = B we read off from (9.13) and
(9.14) that the representation matrices D*/29(B) and D®/2)(B) are just inverse with respect

to each other:
D20 (By = pO1/2) (py~L (9.52)

In combination with the hermiticity (9.23) of these representation matrices it follows then
that only the last two of the transformed combinations (9.50) match with their corresponding
original combinations (9.50). In summary, we conclude that a Lorentz invariant action without

space-time derivatives is only possible by combining the two Weyl spinors £ and 7.

In order to describe a particle, which moves in space-time, the action must also contain first
partial derivatives of the Weyl spinors. To this end we consider at first spatial derivatives and

form all possible combinations of two Weyl spinors

goatoe, n'd*opm, nle*oe, atom. (9.53)
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They are converted by a Lorentz transformation A into

fTD(1/2’0) (A)T oF D(1/2,0) (A) 8}26 : nTD(0,1/2) (A)T oF D0:1/2) (A) 81277,
nTD(O’l/Z) (A)T oF pY/2:0) (M) €, §TD1/2,0) (A)T ok p:1/2) (N)oyn. (9.54)

In case of a rotation A = R, the representation matrices D(/20(R) and D'/?(R) are identical,

so that due to (9.54) only the expression
D(R)!o* D(R) (9.55)

has to be examined in detail. Using (9.21) we arrive at first at

D(R)'¢* D(R) = {cos ("5‘) H!?I i (!gl) } o {cos (|2£|) _ i% sin (%)}

“P|) <|‘P|) (|‘P’> 1k . 2(|‘P|) PifPm | k m
= CoS o” 4+ 1sin cos o', o +sin” ( — oo c™. (9.56
< 2 2 |l [ ]* 2 lp|? ( )

In the last term the product of three Pauli matrices appears, which can be simplified by

successively applying the calculation rule (9.7) and by taking into account the contraction

rule of the three-dimensional Levi-Civita symbol (6.56):
ook o™ = (O + i€pno™) 0™ = 6o ™ + i€ppo" o™
= 5lk0m + ielkn<5nm + ienmp0p> = (5lkO'm + 1€15m — (5ml5kp — 5lp5km)0p . (957)
With this we end up with the result

olo* o™ = iegpm + 0™ + Orm0’ — o™ . (9.58)

Inserting (9.5) and (9.58) in (9.56) and using trigonometric relations then yields

D(R) 6" D(R) = 0" cos || + €xim ‘901’ sin || + 90’k ‘;0 (1 —cos|ep|) . (9.59)
@
This result can be concisely summarized as
D(R)'¢"D(R) = Ry o', (9.60)

where Rj; coincides with the representation matrix of rotations in three-dimensional space as

already determined in (6.66). As the partial derivatives in (9.54) also transform like a vector
8k — 8,2 = Ry, 3; (961)

and the representation matrix R is orthonormal due to (6.69), all combinations (9.54) turn out

to be invariant under rotations:
D(R)' 0" D(R) 0}, = Ry 0" Rim O = 01y 0" Oy = 0¥ 0, (9.62)

Now the question arises, how the combinations of two Weyl spinors (9.53) can be extended to

k

relativistic invariant combinations. To this end we remember that the Pauli matrices ¢* can be
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extended to four-vectors in two different ways, namely in the form of the four-vector of Pauli
matrices o* in (9.38) and in the form of the spatially inverted four-vector of Pauli matrices 6#

n (9.42). Therefore we consider now the following eight combinations of two Weyl spinors:
laro,8, n'otoum, n'etduE, oo,
e'ero,8, n'etom, n'eto.E, eon. (9.63)

Here the additional term 0%y with the time derivative appears, which is trivially invariant

under rotations
D(R)' ¢ D(R), = D(R)'D(R) 9}, = 0y = 0°0% . (9.64)
Thus it does not destroy the above discussed rotational invariance of the spatial derivative

terms.

With this it remains to investigate, which of the eight combinations (9.63) are invariant under

boost transformations. To this end expressions of the form
D(B)'o" D(B), D(B)' 6" D(B) (9.65)

appear, where both representations (9.22) can occur in the left and the right factor, respectively.
Let us first consider the case ;4 = 0. In the case that the two representations in the left and
right factor of (9.65) are different, then (9.65) is identical to ¢® due to (9.23), (9.37), and (9.52).
As this does not correspond to the transformation behavior, which is characteristic for boosts,
we conclude that the 3rd, the 4th, the 7th, and the 8th combination in (9.63) is not invariant
under boosts. In the case that both representations in the left and right factor of (9.65) are
identical, then we obtain on the one hand for p = 0 together with (9.23), (9.26), and (9.37):

% sinh |€]|. (9.66)

On the other hand we get for 1 = k due to (9.23) and (9.26)

oo = oo () =g o (5) o Lo (5) =t o (5

= cosh? (’E‘) o" F sin h(E’) co h(‘ﬂ) Gl [of ak] + sinh? (’ﬂ) ﬁgg alaba™. (9.67)

Inserting (9.2) and (9.58) in (9.67) and using hyperbolic relations then yields

19 & (Fo)
1€l \€| €]

The two results (9.66) and (9.68) can be concisely summarized by

D(B)'¢°D(B) = D(B)? = cosh |¢] F

D(B)" (¥6") D(B) = Fo" + 2= sinh |€] + (cosh €] — 1) . (9.68)

DB+ DU/2Y(B) = B, (9.69)
DOYA(BY ot DOYA(B) = B, o, (9.70)
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where B*, coincides with the representation matrix of boost in the four-dimensional space-
time as already determined in (6.76). As the partial derivatives in (9.63) also transform like a

covariant four-vector
O — 3; =B, 0,, (9.71)

and the representation matrix B fulfills the property (6.87), we can prove due to (9.69) and

(9.70) the following invariances:

1610, — IDUPO(B)IgH DU/ (B)o ¢ = ¢ B*,6¥ B, 0, = 16,76 0.¢ = £16¥0,¢, (9.72)
nfo"dm — nTD(O’l/z)(B)TUMD(O’I/Q)(B)QZ?] =n'B",0"B,"0.m =116,"0"0.n = n'c"d,n.(9.73)

For the two remaining combinations n'5#9,n and 'o#9,¢ in (9.63) a boost invariance can not
be proved, because both 6# and ¢o* transform due to (9.69) and (9.70)) as a four-vector under
the representations D/29(B) and D1/2)(B), respectively.

9.6 Dirac Action

From the considerations of the previous section follows the most general Lorentz-invariant

action for describing a massive spin 1/2 particle

A= Alg(e),"(o);n(e). 1 (o)], (9.74)

which contains only quadratic terms in the Weyl spinors and their first partial derivatives:

1
A= [ £(6(0). 0,600 €1(0). 0,8 @) nla). (@i () Dl @) . (975)
Here the Lagrange density
L = Ai¢'6"9,& + Bin'a"d,m + C&n + D¢, (9.76)

contains constants A, B, C, D, which are not yet defined. Below in Section 9.8 we show that
the additional demand for an invariance of the Lagrange density under parity transformation
leads to the fact, that both Weyl spinors ¢ and n have to appear on equal footing. This reduces
(9.76) to

L= A(i€'6"9,£ + in'o"dun — m&n — mn'€) . (9.77)

The still undetermined parameters A, m define the physical dimension of the action and are
only fixed at a later stage by considering the non-relativistic limit. Due to the non-zero rest
mass M of the particle, the action (9.77) necessarily contains both Weyl spinors £ and 7. Only
in the case that the rest mass of the particle vanishes, a Lorentz-invariant action can be formed

with just one of the two Weyl spinors, as is discussed below in Section 9.9.
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Due to the action (9.77) the Weyl spinors £ and 7 satisfy the equations of motion

0A 0L B a—gz - FO
i@ o) 90,8 A{ 0,(x) — ma( )} 0, (9.78)
6A 0L B a—/;: - IR

i@~ o) Ya0m@) a{ic dn(x) = mé(x) b = 0. (9.79)

In order to combine these two equations of motion one needs the calculation rules

ola” +o"c" = 29"1, (9.80)
oto” + oot = 2¢"1, (9.81)
which can be explicitly shown by specializing u, v to spatial and temporal indices. To this end

one has to take into account the Clifford algebra property (9.2), the definitions (9.37), (9.38),
and (9.42), as well as the components of the Minkowski metric in (6.3):

0% +0%° = 20" =21 =2¢"T, (9.82)
o'5" 4 0"6" = —o%" +o"0® =0 =2¢"T, (9.83)
oiel +oleh = —ofol —oloh = =201, 1 = 2¢MT. (9.84)

Multiplying (9.78) with ic”0, and using (9.79) or, vice versa, multiplying (9.79) with 5”0, and
using (9.78), we obtain due to (9.80) and (9.81)

—0"5"0,0,&(x) — mio”d,m(z) = —g"0,0,&(x) — m*é(x) = 0, (9.85)
—5"0"0,0,m(z) — mic"0,&(x) = —g" 8, 0,m(x) — m*n(x) = 0. (9.86)
Thus, both Weyl spinors £ and 7 satisfy the Klein-Gordon equation of a particle (7.19), provided
that the parameter m is identified according to
e
n

i.e. being inversely proportional to the Compton wave length (7.21).

m

(9.87)

Since the description of a massive spin 1/2 particle necessarily involves both Weyl spinors &

and 7, it is suggestive to combine them to a Dirac spinor:
E(x
Y(x) = (z) : (9.88)
n(x)

In view of that we rewrite the Lagrange density (9.77)

czA{(gT,nU (UO“ g>iaﬂ<§>_<gmf)<£] ”g) (i)} (9.89)

where we used the 2 x 2 unit matrix (9.3) and introduced in addition the 2 x 2 zero matrix

0 0
0—(0 0). (9.90)
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Furthermore, we define the Dirac adjoint of the Dirac spinor (9.88) according to

O I

U(2) = (n'(2), (@) = 9" (2) ( I o

) o vl(@) = (€1(x),1' @) = D(a) ( v ) . (09)

With this the Lagrange density (9.89) changes into

—( O I ot O\ . —( O I O mil
(2 2)5 D)) (2 7)) o

which finally reduces to
L= AP (iv"0, —m) . (9.93)

Here we have introduced the Dirac matrices

O ot
- : 9.94
gl ( =0 ) (9.94)

which turn out to obey the property of a Clifford algebra, see Eq. (9.4), due to the calculational
rules (9.80) and (9.81):

i AY] = At et — O ot O o¥ n O ov O ot
Tl =TT e 0 )\ 0 & o )\a& 0
o vok @) I O
_ otoc” +o0’0 B » :29/,LV ) (995)
@) oot + vt O I

The action (9.74), (9.75) can, thus, be interpreted as a functional of the Dirac spinor ¢ (z) and
the Dirac adjoint Dirac spinor E(x)

Al (o):B(o)] = / 05 £ (9(2), 0,0(x); (z); ,(x)) (9.96)

C

The equation of motion of the Dirac spinor is thus given by

5A_8£_ 0L = e ) —my(x)r =
o)~ o) Vel M) @) =0 97

This reduces to
(i@ — m) (z) =0 (9.98)
with introducing the Feynman dagger as another widespread shortcut notation

J=~"0,. (9.99)
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9.7 Spinor Representation of Lorentz Group

By construction the Dirac action (9.93), (9.96) is invariant under Lorentz transformations.
Nevertheless we now aim for proving this again from a different point of view by studying the
representation of the Lorentz group in the space of the Dirac spinors. To this end we deduce
from the representations of the Lorentz group in the space of the Weyl spinors in (9.48) and

(9.49)

(&) = ( £() ) W= ( i/g/; ) — D(M)i(x) . (9.100)

Here the representation matrices D(A) for the Dirac spinor are composed of the respective
representation matrices D1/29(A) and D®1/2(A) for the Weyl spinors:

(1/20)
D(A) = ( D . (A) D(0,1?2)(A) > , (9.101)

Furthermore, we note that the relation (9.91) between the Dirac adjoint Dirac spinor ¢ and
the adjoint Dirac spinor ' simplifies due to (9.37) and (9.94):

() =¥ (x)7° = Wl(z) =P(x)y°. (9.102)

Due to (9.100) and (9.102) the Lorentz transformation of the Dirac adjoint Dirac spinor reads

!/

¥ (a') = 91 (@) = (@) DA = ¥(x) D(A). (9.103)
Here we have introduced the Dirac adjoint representation matrices
D(A) =~"D(A)17°, (9.104)

for which we obtain due to (9.37), (9.94), and (9.101) the explicit result

_ O/ (7
D(A) = ( D : (A) D(l/g)(A)T ) , (9.105)

Thus, taking into account (9.13), (9.14), (9.16), (9.101), and (9.105) we conclude
D(A) = D(A)7. (9.106)
Furthermore, we note that we showed in Section 9.5

D20 (A g+ DO/2O(A) = A#, 6 (9.107)
DOYA(A) gt DO (A) = AF, o (9.108)

for A= R and A = B in (9.62), (9.64) and (9.69), (9.70), respectively. But since every Lorentz

transformation can be understood as a successive execution of a boost and a rotation

A = BR, (9.109)
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the corresponding representation matrices factorize, i.e. we have
DO (AY = DU/20)(B)DI/20)(RY | DOYD(A) = pOY2(BYDOYD(R) . (9.110)

With this we can show that (9.107) and (9.108) are even valid for any Lorentz transformation.

At first we obtain for the representation D(/20)

D(1/2»0)<A)T st D(1/2,0) (A) = D(I/Q’O)(R)T D(1/2’0)(B)T FH D(I/Q’O)(B) D(I/Q’O)(R)
= B*, DW2O(R)T 5V DU/2OY(R) = B*, RV, 6" = A*, 5", (9.111)

and, correspondingly, we get for the representation D(1/2)

D(O’I/Q)(A)To'“ D(0,1/2)(A> — D(O’l/z)(R)TD(O’l/Q)(B)To“ D(O’I/Q)(B) D(O,I/Q)(R)
= B*, DOY2(R)I ¢ DOY2(R) = B*, R", 0" = A", 0. (9.112)

Note that we have used (9.109) in the last step of both (9.111) and (9.112). The two transfor-
mation laws (9.107) and (9.108) can now be combined into one for the Dirac matrices (9.94).

Taking into account (9.101) and (9.105) a direct multiplication of the involved 4 x 4 matrices

yields
_ DO/ AV v\ [ pazoA
DA} D(A) = w2 0 W 9
o pueony |\ e o O DOV
0.1/2)( A\t g1 DO0:1/2) v
- © DEFAI DR pu (€07} Zpnar (9.113)
DURO(AY 5H DI (A) 0 & 0

After these preparations the invariance of the Dirac action can be shown as follows. At first we
obtain for the Lorentz transformation of the action (9.93), (9.96) due to (9.100), (9.103), and

the property d*z’ = d*x of special Lorentz transformations:
A= 2 ) e - m) v
_ é / a2 () { D) DN, ~ mD(A)D(A) pi(a). (9.114)

Using (9.106) and (9.113) as well as taking into account that the partial derivatives in (9.114)

transform like a covariant four vector
Oy — OIL =A,"0, (9.115)

we get

A = A /d4x D(x) (NN, Y70, —m) (). (9.116)

C

From (6.28) we then conclude that the Lorentz transformed action (9.116) coincides with the
original action (9.93), (9.96).



156 CHAPTER 9. DIRAC FIELD

Let us further investigate the representation (9.101) of the Lorentz group in the space of the
Dirac spinors. To this end we use (9.13) as well as (9.14) and bring it to the following form:

B » ak/2 O w —iok/2 O
D(A)—exp{ z( 0 ak/2>¢k ( o iak/2>£k}' (9.117)

Comparing this with a covariant formulation of the Lie theorem as in (6.61)-(6.64)

D(A) = exp {—% ww,S’“’} = exp {—% erij S " — iSOkﬁk} ) (9.118)
the representation matrices for the generators of the boosts are given by
—io*/2 O

D(M,) = S% = , 9.119
(Me) ( O idk)2 (9:119)

while the representation matrices for the generators of the rotations follow from

1 g ak/2 O

D(Ly) = S* = ~¢;;5 = 9.120

and read

g k12 O
S = e ( O/ Y ) . (9.121)

According to (6.161) we read off that (9.120) just represents the spin vector for spin 1/2
particles. Furthermore, the two results (9.119) and (9.121) can be summarized in a covariant
form with the help of the Dirac matrices (9.94) as follows:

7
T4
Indeed, whereas Eq. (9.119) follows directly from (9.122), the corresponding derivation of

SHr lalale’d I (9.122)

(9.120) needs to take into account the Lie algebra property of the Pauli matrices (9.5).

Now we aim for determining the commutator between two representation matrices S*” of the
Lorentz algebra in the space of the Dirac spinors. To this end we apply the calculation rule
(3.94), the definition (9.121) as well as the Clifford algebra property of the Dirac matrices in

(9.95) and calculate at first the commutator
(5™, =i (g7 — ") (9.123)
Then we use (3.10) and (9.121)—(9.123) for obtaining
(S SFY] = i ("N SVR 4 g"mGI — g — grAginy (9.124)

Thus, we read off from (9.124) that the representation matrices S*” satisfy, indeed, the usual
commutation relations of the Lorentz algebra, see Eqs. (6.48) and (6.49). Furthermore, (9.123)
and (9.124) show that 4 and S** represent a tensor operator of rank n = 1 and n = 2 in the
sense of (6.102).
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9.8 Parity Transformation

Due to a parity transformation P the four-vector x is mapped to the spatially inverted four-

vector Z introduced in (9.41):
T =Pr=1=. (9.125)

Performing a parity transformation P two times in a row, the original four-vector is reproduced.

Thus, the parity transformation P is involutoric:
P*=1 > Pt=P. (9.126)

The representation matrix for such a parity transformation reads as follows:

1 0 0 0
0 -1 0 0

P= . (9.127)
00 —1 0
00 0 -1

Furthermore, it can be straight-forwardly shown that the representation matrix of the par-
ity transformation (9.127) commutates with the matrix representations for the generators of
rotations (6.53)

P'LyP = I = [P, Ly]_=0 (9.128)
and anti-commutates with the matrix representations for the generators of boosts (6.54)
P 'M,P = —M, — [P, My], =0. (9.129)

For instance, we have

1 0 0 0 000 0 1 0 0 0
0 -1 0 0 000 0 0 -1 0 0

PILP — — L, (9.130)
0 0 -1 0 000 —i 00 -1 0
00 0 -1 00 i 0 00 0 -1
1 0 0 0 0 —i 00 1 0 0 0
0 -1 0 o0 — 000 |[o -1 0 o

PIMP = ! = — M, . (9.131)
0 0 -1 0 0o 000]|]o0o 0 -1
00 0 -1 0o 0 00/\o 0o 0o -1

Performing a parity transformation upon a Dirac spinor yields

U(x) — Pp(x) = D(P)Y(T), (9.132)

where D(P) denotes the corresponding representation matrix of the parity transformation in
the space of Dirac spinors. Thus, D(P) must possess the same properties as P. For instance,
due to (9.126), D(P) must be involutoric:

D(P)? =1. (9.133)
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Furthermore, D(P) must satisfy both a commutator and an anti-commutator relation with the
representation matrices D(Ly) and D(My) of the rotations and boosts in the space of Dirac

spinors, respectively, which are analogous to (9.128) and (9.129):
D(P)'D(L)D(P) = D(Ly), (9.134)
D(P)"'D(My)D(P) = —D(My). (9.135)

We now determine the representation matrix D(P) from the requirement that the Dirac equa-
tion is invariant under a parity transformation. To this end we rewrite at first the Dirac

equation (9.97) by the applying the substitution x —  :
(i’y“éﬂ - m) W(F) = 0. (9.136)

Then we replace ¢(Z) in (9.136) with ¢}»(z) according to (9.132) and use the property of the
scalar product that ¥#0, = 7“5# holds, yielding

{z’D(P)’y“D(P)’lﬁu - m}%(x) ~0. (9.137)

Thus, Eq. (9.137) reduces to the Dirac equation for the parity transformed mirrored Dirac

spinor ¥ (x), i.e.
(198 — m) ¥(2) = 0. (9.138)
provided that the representation matrix D(P) satisfies the condition
D(P)¥D(P)™" = ~4*. (9.139)
Let us define the representation matrix D(P) according to
D(P) =+". (9.140)

Then the involution property (9.133) is valid

D(P)2=(7°)2=<? é)((.[) é);(é ?) (9.141)

and the condition (9.139) is fulfilled due to the Clifford algebra (9.95):
P30 = ()P =", (9.142)
VAN = 0 =9 (9.143)

Furthermore, taking into account (9.94), (9.119), (9.120) as well as (9.140) both the commuta-
tors (9.134) and the anti-commutators (9.135) can straight-forwardly be shown:

D(P)'D(L,)D(P) = ((; é) <UO/2 Uk:0/2> ((; é) = D(L), (9.144)

D(P)"'D(M)D(P) = (? é) ( —z’g/2 w(k)/2> (? (I)) = —D(M). (9.145)
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Additionally, we read off from the definition of 4° in (9.94) that a parity transformation (9.132)
has the effect of interchanging the Weyl spinors £ and 7 in the Dirac spinor (9.88):

- [ &@ R O &)\ _ [ n@)
¥(z) (n(x)>—>¢”<) (1 O)(n(@) (g(@))‘ (9.146)

Thus, in a theory, where both v(z) and 1 (z) represent physically realized states, one needs
both Weyl spinors ¢ and 7. And from the Lorentz invariance considerations in Section 9.5
follows then that the corresponding action must necessarily have a mass term. Furthermore,
we conclude from (9.146) that in a parity transformation invariant theory both Weyl spinors ¢

and 7 have to appear on equal footing.

9.9 Neutrinos

A neutrino is an elementary particle with spin 1/2; which interacts only via the weak force
and gravity. Historically, the neutrino was postulated first by Wolfgang Pauli in 1930 as an
additional particle being involved in the beta decay of a neutron into a proton and an electron
in order explain the conservation of energy, momentum, and angular momentum. The neutrino
is so named because it is electrically neutral and because its rest mass is so small that it was
long thought to be zero, leading to the suffix -ino. Therefore, in accordance with previous
experimental results, neutrinos were considered for decades to be massless spin 1/2-particles,
which are described by a single Weyl spinor & or 1. According to (9.76), their Lagrangian
density is then given by either

L= Aig'6"0,¢ (9.147)
or by
L = Ainla"d,n. (9.148)

Like in the Maxwell theory also the Lagrangians (9.147) and (9.148) of the Weyl theory do not
contain a Planck constant but still represent a valid first-quantized theory due to the vanishing
rest mass. In both cases, the Lagrangian density is invariant under Lorentz transformations
according to Section 9.5 but not invariant under parity transformations due to Section 9.8. In
order to describe neutrinos also with a Dirac spinor v, one must project out the upper or the

lower Weyl spinor £ or 1. To this end one introduces the matrix
Y =iy (9-149)

for which we obtain due to the definition of the Dirac matrices in (9.94)

O I O o O o2 O o olo?o3 @)
5 — . (9.150
7 Z([ O> (—01 I><—J2 O><—0'3 O> Z( O —010203) ( )
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Here the product of the Pauli matrices (9.1) turns out to be

e (DR o
10 1 0 0 —1 0 <

so that (9.150) reduces to
-1 O
= : 9.152
gl ( o0 1 ) (9.152)

Thus, we read off that also 7° is involutoric:
2 -1
)=1 = () =77, (9.153)

Furthermore, with the help of the ¥° matrix we can construct projection matrices

(1-7") = (é g) , (9.154)

(1+9°) = (g (I)) : (9.155)

()
N Hi G R

Thus, we read off that the Weyl spinors £ and 7 represent in form of (1 F~°)1)/2 eigenstates of

P, =

DO | —

P =

N —

which possess the desired effect:

the matrix 7% with the eigenvalues F1:

5

g (1¢v5)w=¢% (1F9°) 9. (9.158)

| —

As the neutrino states can be classified according to the eigenvalues of the matrix ~°, it is of
special importance. One calls v° the chirality operator and speaks of left (—1) or right (+1)
chirality for the states (1 F °)/2.

We note that the chirality operator 4° from (9.149) can also be written as

A = ;—4 Eur V'Y Y7 . (9.159)
Indeed, due to the anti-symmetry (6.141) of the e-tensor only 4! = 24 terms contribute to
(9.159), where each term consists of a product of 4 different Dirac matrices. Furthermore, all
24 terms agree due to the anti-symmetry y#v” = —y”~* for p # v following from the Clifford
algebra (9.95) and due to the anti-symmetry (6.141) of the e-tensor, yielding (9.149). Since the

Dirac matrices y* transform according to (9.113) like a contravariant four-vector under Lorentz
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transformations, Eq. (9.159) has due to (9.106) the consequence that the chirality operator v°

is Lorentz invariant:
DAWPDIN) = e {DAWD(A)} DA DAY} {D(AR*D(A)} {D(A)7 D(A)}

i K
= E,ume)\A N V’A ’A)\/\’7 7 7 7

'l kI N 'U/ V/ K/ )\/: 5. 9160
50 MY =7 ( )

i
—€

Tt

Here we used the Weierstrafl expansion of the determinant a 4 x 4-matrix A = (A*,)

(Det A)Eu’y’n’)\' = E/JZ,H)\AM“/AVV/AHR/AAX s (9161)

where the property Det A = 1 of the special Lorentz transformations implies that the four-

dimensional Levi-Civita tensor has the same components in all inertial systems:

€ r = Epvin - (9.162)

UVKA

With the help of (9.154)—(9.157) the two neutrino Lagrangians (9.147) and (9.148) can be

expressed by Dirac spinors:

L= A 0 (1 F 7)o (a). (9.163)

In fact, taking into account (9.88), (9.92), and (9.94) an explicit calculation yields for the upper
Weyl spinor

£ = A0, 5 (1=77) v(o) = Al o) (f é) ( o “;)aué(l—f) ( 5)

ot n
= Ai(et nh ( o0 ) N < g ) = AigT510,¢ (9.164)

and, correspondingly, for the lower Weyl spinor

Lo A@(xwa#%(l +97)0(x) = Ai(¢, ") ( ? (]) ) < cg” (Z > aﬂ%(l o < i >

) ot O 0 _
= Ai(¢T,nh) ( 0 o > o, ( " ) = Ain'a"0,n. (9.165)

The two neutrino Lagrangians (9.163) are manifestly Lorentz-invariant due to (9.100), (9.103),
(9.113), and (9.160). Furthermore, we have due to (9.133), (9.139), (9.149), and (9.159)

D(P)*D(P) = o eum{D D(P)} {D(P) 9" D(P)} {D(P) 4" D(P)}
X {D(P)_lry/\D } - 24 €Wm\’7 7 7 7 22 Euw{/\/y 7 ’Y 7 75a (9166)

so that a parity transformation maps the two neutrino Lagrangians (9.163) into each other.

We remark that the Lagrangians (9.163) were proposed for the first time by the mathemati-

cian Hermann Weyl in 1929 to describe massless spin 1/2-particles. But since the neutrino
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Lagrangians (9.163) are not invariant under parity transformations and at that time only in-
teractions like the electromagnetic or the strong one were known, which are invariant under
parity transformations, the Lagrangians (9.163) were not considered to be physical for a long
time. Only in 1956 it was shown by Chien-Shiung Wu in a 3-decay experiment of $Co that the
weak interaction is not invariant under parity transformations and, thus, violates parity. Since
this discovery neutrinos were assumed to be described by the Lagrangians (9.163) for decades.
But in 1987 one managed to resolve the flavour of sun neutrinos in the Kamiokande experiment
and one showed that they oscillate between the electron, the myuon, and the tauon flavour.
From this observation it was concluded that neutrinos must have finite masses although their
precise values have not yet been determined. Therefore, the Lagrangians (9.163) have been
abandoned for describing neutrinos. But, due to their charge neutrality, until today it has not
yet been finally decided how to describe theoretically neutrinos as massive spin 1/2 particles.
Currently there exist two alternative descriptions, which go back to proposals of Paul Dirac
and Ettore Majorana, respectively. In the first case neutrinos and anti-matter neutrinos are
considered to be different particles, whereas in the second case they are assumed to be one
and the same particle masquerading as two. An experimental decision between both possible

theoretical descriptions is still lacking.

Subsequently, we consider the Weyl equation, that is, i.e. the equation of motion for massless

spin 1/2 particles, which follows from (9.163):
0A oL 9 oL
0d(x) () " O(0(2))

In the case of a particle with a fixed four-momentum vector p = (p*)

= Ain"0, % (1F7°)v(z)=0. (9.167)

W(x) = e P (9.168)
the Weyl equation (9.167) changes into
1 1
w5 (1F°) ¢ =7"p"5 (1F7) . (9.169)

Multiplying (9.169) from the left by v°7°, we obtain due to (9.94) and (9.152)

-1 O O I O oF ok O
500k _ = 9.170
T <O I><I O)(—ak0> <O ak>’ ( )

thus, taking into account the spin operator (9.120) the result is

Sp 1 1
5 (1F7°) = zsen(®”) 7’

R 5 (1F7°) . (9.171)

N | =

Due to the energy-momentum dispersion relation p® = +|p| the eigenstates (1 F v°)1/2 of the
chirality operator «* with the eigenvalues F1, see Eq. (9.158), are also eigenstates of the helicity
operator with the eigenvalues Fsgn(p°)/2. Thus, we conclude that chirality and helicity are

identical for massless spin 1/2 particles.
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9.10 Charge conjugation

The Lagrange density (9.93) of the Dirac field is also invariant with respect to another discrete
symmetry transformation, where the components of the Dirac spinor ¢ (z) are replaced by the
components of the complex conjugate Dirac spinor ¢*(z). In order to perform such a symmetry

transformation we make the ansatz
/ —T %
bo(x) = Oy (z) = Cy%* (), (9.172)

where the row spinor ¢ (z) from (9.91) goes over into the corresponding column spinor ET(:E)
by transposition and we have used that (7°)T = ~° due to (9.94). Furthermore, C' denotes
a complex 4 x 4-matrix which mixes these components and is defined by the fact that the

transformed Dirac spinor (9.172) obeys the same Dirac equation
(170, — m) Yo(x) = 0 (9.173)

as the original Dirac spinor ¢(z) in (9.97). Inserting (9.172) into (9.173) and multiplying from
the left by C~!, then we obtain at first

Z'C"H/“CGMET(&C) - m@T(x) =0, (9.174)
which changes due to a subsequent transposition 7" into
i0,0(x) (C7'4"C)" —mip(z) = 0. (9.175)

This equation of motion is now compared with the Dirac equation for the Dirac adjoint Dirac
spinor (x). In order to derive it we start from the Dirac equation (9.97) and go over to the

adjoint, yielding

—i0,01 (2) (1) — mit (@) = 0. (9.176)
Taking into account the Clifford algebra (9.95) for = v = 0 and (9.102) changes (9.176) into
—i0,0(2)7°(1#)1° — mip(e) = 0. (9.177)

Here we note that the Dirac matrices (9.94) have due to (9.16) the property

wore=(20)(25) (2 0)-(2 ) wem

so that the Dirac equation for the Dirac-adjoint spinor (9.177) reduces to
0,0 (z)y" + my(x) = 0. (9.179)
We remark that this equation of motion for the Dirac adjoint Dirac spinor E(x) corresponds to
the Euler-Lagrange equation of the Dirac Lagrange density (9.92):
0A oL oL

So@) ~ o) P aa@) {i10u(x)y" + mi(z) } = 0. (9.180)
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The comparison of (9.175) and (9.179) then leads to the following equation for determining the

matrix C:
(C7IyC)" = = = CyrC =— ()" . (9.181)

In order to solve (9.181) we make the following diagonal ansatz for the matrix C'

-1
c=(°¢ %) o 9 ). (9.182)
O —c O —ct

With this we obtain from (9.94) for the left-hand side of (9.181)

—1 n _ 1
9 0o S O medie) (9.183)
O —c! ot O O —c —c tote O

so we conclude from (9.181)
clotc = ("7, clote = (o))", (9.184)
Splitting both equations (9.184) into x = 0 and p = k, they yield the conditions

c ol = (Y7, (9.185)
cltofe = —(o™)T. (9.186)

Here the transposed Pauli matrices (9.1) and (9.37) are given by
(O'O)T =o", (ol)T =o', (02)T = —0?, (03)T =0, (9.187)

Let us now define the matrix ¢ according to

o (o =i\ _ (o0 -
c=—iog” = <z O)_<1 O>‘ (9.188)

As it has the properties
d=ct=c"=—c=—¢", (9.189)

we read off that (9.185) and (9.186) are, indeed, fulfilled due to (9.2) and (9.187)-(9.189)

ctolc = ioc*0’(—io?) = 0?00 = (0*)? = 0* = ()7, (9.190)
clole = oo (—io?) = o?cto? = — (0?0 = —o' = — (V)T (9.191)
clo’c = ioto?(—io?) = (0°) 0 = 0* = —(0)7, (9.192)
clobc = io?o?(—io?) = 0’0’0 = —(0?)?0* = —0® = — ()T (9.193)

Thus, in conclusion, taking into account (9.188) and (9.189) the matrix C' defined in (9.182)
has the properties

Cl=c'=0"=-C=-C" (9.194)
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and can be represented as a product of Dirac matrices (9.94):

O 1 O o2 —ic? O c O
0.2 _ - — = =C. 9.195
e Z(I 0><—a2o> (0 i02> (O—c) (9.195)

Moreover, taking into account (9.94), (9.182), (9.189), and (9.194), it follows that also the

discrete symmetry transformation (9.172) is involutoric:

é(x)—cv%gm—cwc*w%*w(x)—070(17%(%)—(5 i) <(I) é) (5 i)

0 I O ¢ O ¢ —2 0
><<[ O)Wﬂv):(_c O)(—c O)WUU):( 0 _62>1/J(x):w(x). (9.196)

And, finally, we investigate how the discrete symmetry transformation (9.172) affects the four-
vector current density of the Dirac field invariant. Multiplying the equations of motion (9.97)
and (9.177) for ¢(z) and 1 (x) with ¥(z) and 1 (x), respectively, we yield

W(x)y dub(x) — mp(x)y(z) = 0, (9.197)
0@ (@) + m(a)b(a) = 0, (9.18)

so we read off the continuity equation
i@u{z_b(x)'y“w(x)} —0 =  9"x)=0. (9.199)

Here the four-vector current density j*(x) is fixed except for a constant K:
(@) = Kd(a)y"y (). (9-200)
Thus, the conserved charge reads due to (9.94) and (9.200)
Q= /d?’xjo(x, t) = K/d31:¢T(X, t)(x,t). (9.201)

In order to apply the discrete symmetry transformation (9.172) to the four-vector current
density (9.200), we need to know how the Dirac adjoint Dirac spinor (9.102) is transformed.
Thus, applying (9.94), (9.182), (9.189), and (9.194) we yield

I O O —c

O I T O I O c o T(n —c O T
X<1 O>=—w<x>(1 O)(_C O)— ¢<><O C)—zb()c. (9.202)

Transforming the four-vector current density (9.200) with (9.172) and (9.202) we then conclude
at first

Do(r) = vh(a)® = o7 (2)(1°) 010 = =97 (2)7°C° = 47 (2) ( " ) ( ) )

(@) = K"y (a) = Ky (2)CyCyy* (). (9.203)
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As each individual component of the transformed four-vector current density (9.203) coincides
with its transposition, i.e. j4(z) = (j&(2))T, it follows from (9.94), (9.102), (9.181), (9.194),
and (9.200) that

j(x) = Ky (2)(7°)(ChO) T () = Kol (2)7 9" () = K (a)y"¢(x) = j*(x). (9.204)
Thus, we conclude that the discrete symmetry transformation (9.172) turns out not to change
the four-vector current density. Note that the physical meaning of the discrete symmetry
transformation (9.172) as a charge conjugation becomes clear only after having implemented

the second quantization of the Dirac field, as then the four-vector density operator changes its
sign in contrast to (9.204),

9.11 Time Inversion

Performing a time inversion 7', the space-time four-vector x is mapped into the time-inverted

space-time four-vector —z:
v =Tr=—I. (9.205)

Executing a time inversion 7" successively twice, one reproduces the original state, so the time

inversion 1" is also involutoric:
T =1 = T'=T. (9.206)

The representation matrix for such a time inversion reads as follows

~10 0 0
0 100

T = (9.207)
0 010
0 00 1

Thus, we conclude that the representation matrix of the time inversion (9.207) commutates

with the matrix representations for the generators of rotations (6.53)
T'LyT = Ly (9.208)
and anti-commutates with the matrix representations for the generators of boosts (6.54)

T M,T = —M, . (9.209)
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For instance, we have

~1.0 0 0 000 0 ~10 0 0
0 100 000 0 0 10 0

T'LT = =L, (9.210)
0 010 000 —i 0 010
0 00 1 00 i 0 0 00 1
—1.0 0 0 0 —i 00 ~10 0 0
0 100 —i 0 0 0 0 100

T-'MT = ' = —M,. (9.211)
0 010 0 0 00 0 010
0 00 1 0 0 00 0 001

As the time inversion is more intriguing to interpret, we investigate at first its consequences for

the Schrodinger equation

VR

Obviously, the time inverted wave function

Ur(x,t) = ¢ (x, —1) (9.213)
also obeys the Schrodinger equation:
L0 R .

In analogy to (9.213) we now perform the time inversion for a Dirac spinor via

() — Yp(x) = D) (=1), (9.215)

where D(T') stands for the representation matrix of the time inversion in the space of Dirac
spinors. Then D(T') must also fulfill the involutoric property (9.206)

D(T)* =1 (9.216)

and we expect that also the commutator and anti-commutator relations (9.208) and (9.209) are
satisfied by the representation matrices D(Ly) and D(My) of rotations and boosts in the space
of Dirac spinors, respectively:
D(T)'D(Ly)D(T) = D(Ly), (9.217)
D(T) 'D(M,)D(T) = —D(M,). (9.218)

In analogy with (9.214), we also require that the time inverted Dirac spinor (9.215) satisfies
the Dirac equation (9.97):

(140, — m) Yip(x) = 0. (9.219)
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Inserting (9.215) into (9.219), we obtain
—i {D(T)"'v*D(T)}" 0,1(—F) — myp(—%) = 0. (9.220)
Comparing (9.220) with the time-inverted Dirac equation (9.97)
— iR (—F) — mip(—F) =0, (9.221)

where we used 7“5” = "0, the representation matrix D(T") of the time inversion is determined

by the equation
DT 4" D(T) = (3)". (9.222)

On the one hand we calculate the conjugate complex of the Dirac matrices (9.94) by taking

into account the Pauli matrices (9.1), yielding

o (22) ere(57)
(V)" = ((?2 _52 ) , (v*)" = ( _ig (g ) . (9.223)

On the other hand we obtain for the quantities ()7

0T nT o -\ ([ O o
(7) - _<7) __<(03)T 1) _< 3 O)' (9.224)

(=" = =5 (9-225)
Inserting (9.225) into (9.222) then results in
D(T) 9" D(T) = ()T . (9.226)

Now we take into account the property (9.181), which relates the Dirac matrices v* with the
representation matrix C' of charge conjugation in the space of Dirac spinors. With this the
equation (9.226) for determining D(T') leads to

D(T)™4"D(T) = ~C™'4"C — {(D(T)C} 4 {D(T)C'} = =y (9.227)



9.11. TIME INVERSION 169

A solution of (9.227) is given by
D(TYO™! = —iy® (9.228)
together with its inverted matrix following from (9.153)
(D(T)C™Y =i, (9.229)

as is verified by an explicit calculation due to (9.94) and (9.152):

7 0 o0 o 70 O ot
5ps _ — _h(9.230
T (0 1)(&#0)(0 1> <5ﬂ0) 7 (9:230)

Note that (9.228) represents a quite subtle relation, which involves with the matrices +°, C,
and D(T) technical ingredients of all three discrete transformation, i.e. the parity, the charge
conjugation, and the time inversion. Thus, taking into account (9.152) and (9.182), the repre-
sentation matrix D(7T) follows from (9.228)

SO -1 O c O Y (@)
r=msvei( 2 0)(5 2)=(59).  om

which has due to (9.189) the properties
D(T)=D(T)"' = D(T)' = =D(T)* = =D(T)"" (9.232)

According to (9.232) the representation matrix D(T') satisfies the involutoric property (9.216),

but the time inversion of the Dirac spinor is not involutoric due to (9.215) and (9.232):
r(x) = D(T)7(=2) = D(T)D(T) () = —ip(x). (9.233)

This behavior of Dirac spinors under time inversion corresponds to that under a rotation,
where we read off from (9.21) and (9.101) that the original Dirac spinor is only recovered after
a rotation with the angle 47. Furthermore, we obtain for the commutators of D(T") with the
generators of rotation D(Ly) due to (9.16), (9.120), (9.186), and (9.189)

D(T)"'D(Ly)D(T) = - (g (C)) <00/2 U,?/Q> (g (c)) - < _C%C/Q _C;ZC/2)

_ [ @20 _ [ @)z 0 _ "
_< 5 (Uk)T/2>_< 5 (Ok>*/2>_D(Lk), (9.234)

and, correspondingly, the commutators of D(T") with D(M}) yield with (9.119) and (9.231)

c O ok 0, c O _3’ coke 0,
O c O —d*/2 O ¢ ) 2 O —cote

i (o*)T 19) =i (o*)* 0 - .
- = ( o (o ) == ( N ) = —D(M,)". (9.235)

The results (9.234) and (9.235) do not match the original expectations (9.217) and (9.218).

Instead, they indicate that the time inversion represents an anti-linear operation as is further

D(T)™'D(My)D(T) =

N | .

discussed in the exercises in the context of the second quantization of the Dirac field.
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9.12 Dirac Representation

The representation (9.94) of the Dirac matrices used so far is called the chiral representation
or the Weyl representation, as then the chirality operator 7° is diagonal according to (9.152).
From a group-theoretical point of view this representation has the advantage that the repre-
sentation matrices of the Lorentz transformation in the space of the Dirac spinors have a block
diagonal shape according to (9.101), i.e. both Weyl spinors are treated on equal footing. An-
other common representation of the Dirac matrices is the so-called Dirac representation or the

standard representation

¥p(z) = Sp(x), (9.236)

where the transformation matrix Sp is given by

1 (1 1
SD:E(—I I) (9.237)

with the inverse

1 (I -1
Sot=— = ST 9.238

Thus, the transformation matrix Sp is orthonormal or, more precisely, unitary. For the Dirac
adjoint Dirac spinor ¢(z) one obtains in the Dirac representation from (9.91), (9.94), (9.237),
and (9.238):

— 0 __ 0o_ 7. 0 0 _ 77 1 0 I L 01
Uplx) = vh(x)y° = v(@)Shy" = ¥(x)7°Shy —w(x)%< I o)(-] I) < I O>

1 (1 -1\ -
= W‘”)ﬁ ( . ) = P(2)S5". (9.239)

In the same way one obtains for the Dirac matrices v* in the Dirac representation

1( 1 1 O I I —JI I O

D = 2D 2p 2<_11><1 o><1 I) (0—1)’ (9:240)
1 I I O oF I -1 O oF

7D = =DY 2D 2\ —I I ok O I I oo )9

And, correspondingly, the chirality operator (9.152) in the Dirac representation turns out to be

no longer diagonal:

1( 1 1 I O I —JI o I
b = 2D 2D 2<_11><0 1)(1 I) (1 0) (9:242)
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Conversely, the Dirac matrix 7% is not diagonal in the Weyl representation (9.94), while it is
diagonal in the Dirac representation (9.240). Furthermore, the generators of the rotations in

the spinor space (9.120) are invariant under the change of representation

D(Lk)D:SDD(Lk)551=%<_][ §)<2 ;)(f; _II):%<‘; ;),@.243)

whereas the generators of the boosts in the spinor space (9.119) result in the Dirac representa-

tion to be given by
(1 T —o* O I —I i[O —oF
DM :SDMS_lzi = _ . (9.244
(M)p pD(My)Sp, 4(_1 I)(O Jk)<] [) 2<a’C O) ( )

9.13 Non-Relativistic Limit

The Dirac representation has the advantage that the non-relativistic limit is straight-forwardly
carried out. To this end we transform the Dirac equation (9.97) according to (9.236) into the
Dirac representation:

ivh0ubp(z) —myp(z) =0. (9.245)

In this manifestly covariant formulation of the Dirac equation, we separate now explicitly the

respective temporal and spatial contributions
010 -k
Z”)/DZE”Q/JD(X, t) + ivpokp(X,t) — mipp(x,t) = 0. (9.246)
The Dirac equation (9.246) can then be rewritten in the form of a Schrodinger equation
L, 0
ih pn Yp(x,t) = Hp(x)¢Yp(x,t), (9.247)
where the Dirac Hamiltonian is given by
Hp(x) = —ichaV + chmf. (9.248)

Here we have introduced the matrices

. (1 o
3 = 7D_<O _I>, (9.249)

I O O oF O o
Fo= qdqk = = : 9.250
a0 S5 5)-(25) (020)



172 CHAPTER 9. DIRAC FIELD

where we used (9.240) and (9.241). With this we obtain the anti-commutator relations

8,8, = 2((1) _O[> <(I) _OI>:QI, (9.251)
& B O oF I O I O O o\
[a,ﬁh—(g ><0—1>+<0—I><ak0>_0’ (9.252)
P B O o* O o O o O o*
[oz,ah B ok O o! - o O ot O

O'k,Ul]+ O
= =20, T 2
(o g, ) =2 o

.

S

where in the latter case we applied the Clifford algebra of the Pauli matrices (9.2). Furthermore,

we introduced as new abbreviations both the 4 x 4 unit matrix

I_ ( I O) (9.254)
O I

0= ( © O) . (9.255)
e

Thus, we read off from (9.251)—(9.253) that the 4 x 4 matrices 3, o* represent a Clifford algebra
with N = 4 generators in the sense of (9.4).

and the 4 x 4 zero matrix

In close analogy to the Weyl representation in (9.88), we now decompose also in the Dirac

representation the four-component Dirac spinor into two two-component Weyl spinors
X,
Up(x,t) = Spx1) ) (9.256)
D (Xv t)

Inserting (9.256) into (9.247) and (9.248) as well as taking into account (9.249) and (9.250)
then leads to

L0 §D<X7t> = —ic O o §D<X7t) chim I 0 gD(Xat)
Zha<m)<x,t>>— h(a O>v<m}(x’w>+ " (O _1> (HD(XJ)),@.%?)

which reduces to two coupled equations of motion for these Weyl spinors in the Dirac repre-

sentation:
z’h%@j(x, t) = —ichoVnp(x,t)+ chmép(x,t), (9.258)
ih%nD(x, t) = —ichoVip(x,t)+ chmnp(x,t). (9.259)

As discussed already in Fig. 7.1 we now take into account that the relativistic and the non-

relativistic energy scales are shifted against each other by the rest energy Mc?, which leads to

x. 1) = En(x,t) \ [ Eplx,t)e MU
pobet = ( np(x,t) ) a < fin(x, 1) e Mt/ > : (9.260)

the ansatz
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Thus the coupled equations of motion (9.258), (9.259) go over into

ih%@a(x, t) = —ichaVip(x,t) + (chm — Mc*) Ep(x,t), (9.261)
ih%ﬁD(Xa t) = —ichaVéD(X, t) + (—chm — Mc2) Np(x,t) . (9.262)

Fixing the yet undetermined parameter m as being inversely proportional to the Compton wave
length (7.21) according to (9.87), the rest energy Mc? turns out to appear only in the second

equation of motion:

m%éjg(x,t) = —ichoVip(x,t), (9.263)
ih%ﬁp(X, t) = —ichoVEp(x,t) — 2Mctip(x,t). (9.264)

Performing now the non-relativistic limes ¢ — oo the kinetic energy of the Weyl spinor 7p is

negligible in comparison with its rest energy, i.e.

0
ihaﬁD<X, t)‘ < |M0277D(x, B, (9.265)
so that the Weyl spinor 7jp can approximately be expressed by the Weyl spinor &p:
In(x.1) = o o Vep(x, 1 (9.266)
(X, _QMCU p\X, 7). .

Neglecting the temporal derivative in (9.264) thus leads to an adiabatic elimination of the Weyl
spinor 7p(x, t), i.e. it now longer has an independent dynamics but its temporal evolution follows
quasi-instantaneously the corresponding one of the Weyl spinor £p(x,t). Note that similar
applications of an adiabatic elimination of degrees of freedom are ubiquitous in theoretical

physics:

e One prominent example is provided by the Born-Oppenheimer approximation in molec-
ular physics. It is based on recognizing the large difference between the electron mass
and the masses of atomic nuclei, and correspondingly the respective time scales of their
motion. Given the same amount of kinetic energy, the nuclei move much more slowly
than the electrons. Therefore, it is a valid assumption that the wave functions of atomic
nuclei and electrons in a molecule can be treated separately. This enables a separation of
the Hamiltonian operator into electronic and nuclear terms, where cross-terms between
electrons and nuclei are neglected, so that the two smaller and decoupled systems can be
solved more efficiently. As a result an effective electronic Hamilton operator for the elec-
tronic degrees of freedom is solved, where the positions of the nuclei are fixed quantities.
In the second step of the Born-Oppenheimer approximation the Schrodinger equation for

the nuclear motion is treated.

e Another important example is the semi-classical laser theory, where the electric field de-

scribed by the Maxwell theory couples to the matter degrees of freedom, which are dealt
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with quantum mechanically. For the laser it turns out that the electric field evolves on a
much larger time scale than the matter degrees of freedom. This allows to adiabatically
eliminate the matter degrees of freedom from the dynamics and obtain an effective evolu-
tion equation for the electric field, which describes the spontaneous emergence of coherent
laser light from an originally incoherent lamp light by increasing the pump power. This
adiabatic elimination of fast (stable) degrees of freedom in favour of obtaining a result-
ing order parameter equation for slow (unstable) degrees of freedom was recognized by
Hermann Haken in the realm of synergetics, which is a theory of self-organization. This
fundamental discovery leads to many fascinating applications in natural and, partially,

also in social sciences.

After this excursion we return to working out the non-relativistic limit of the Dirac equation.
Substituting (9.266) into (9.263) leads to a Schrodinger equation for the Weyl spinor £p(x, t):

2 2 2

L0~ h ~ h - I .
@hafp(x, t) = ~5 o 0,0l 016 p(x,t) = ~ 1 [ak, alh 0,0kép(x,t) = i A&p(x,t)(9.267)

with applying the Clifford algebra of the Pauli matrices (9.2). In the exercises we work out
the non-relativistic limit of the Dirac equation in the presence of a minimal coupling to the
electromagnetic field in a more systematic way by performing the so-called Foldy-Wouthuysen
transformation. This leads then not to the Schrédinger equation (9.267) but to the Pauli
equation for the Weyl spinor & p(x,t) containing automatically the correct Landé factor g, = 2
for a point-like massive spin 1/2 particle. Note that both the proton and the neutron are also
massive spin 1/2 particles but measurements show that their respective Landé factors 2.79 and
- 1.91 deviate significantly from 2.0 which indicates that they are not point-like but composite
particles. Indeed, according to the standard model of elementary particle physics, each of these
nucleons consists of three quarks, which are point-like massive spin 1/2 particles according to
the present day knowledge.

Let us consider now the non-relativistic limit of the Dirac action (9.92), (9.96) in the Dirac

representation

A= é /d4x U () (50, — m) ¥p(x) . (9.268)

As a first preparatory step we separate explicitly the respective temporal and spatial contribu-

tions:
Al 4, [ — ol 0 — -
A= z/d # {“pD<X7 t)y anD(Xa t) +ip(x,0)yp Vip(x,t) — mp(x,t)¢p(x, t)} (9.269)

Then we take into account how the Dirac spinor decomposes into the Weyl spinors according
to (9.260) and the corresponding expression for the Dirac adjoint Dirac spinor following from
(9.102) and (9.240):

Uplx,1) = b (x,0% = (€h(x, e, iy (x, e (9.270)
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Using in addition (9.87), (9.240), and (9.241) as well as (9.260) and (9.270), the Dirac action
(9.268) reduces to

- afufoe ot o)

+i [ég(x, Do Vip(x,t) + ih(x, ) o VEp(x, t)} + QJ\; b (x, iip(x, t)} . (9.271)

If one now expresses the Weyl spinor 7p according to (9.266) by the Weyl spinor p and takes
into account the calculation rule (9.7), then (9.271) goes over in the non-relativistic limes ¢ — oo

mto

7~ 05 (x,1) h - ~
A=A / dt / AP {Egg(x, D=5+ ar € (x, 1) Alp(x, t)} . (9.272)
Fixing the yet undetermined parameter A according to
a=ch, (9.273)

then (9.272) reduces to the Schrodinger action for the Weyl spinor &p:

A= / dt / &P {még(x, t) %Dg’ b ;LM £ (x, ) Alp(x, t)} : (9.274)

Furthermore, according to (9.87) and (9.273), we then conclude that the Dirac Lagrange density
in the Weyl representation (9.93) reads

L

() (ihey*0, — Mc?) (). (9.275)

And finally, inserting (9.260) and (9.266) into the conserved charge (9.201), we read off in the

non-relativistic limit ¢ — oo that the yet undetermined parameter K has to be identified with
K=1, (9.276)

so that we obtain in the Dirac representation the conserved quantity expected for a Schrédinger

theory:
Q= / P & (x,1)Ep(x, 1) . (9.277)

Thus, we conclude that the conserved charge (9.201) of the Dirac theory reads

Q= / dBrl(x, tp(x,t). (9.278)
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9.14 Plane Waves

We now determine the fundamental solutions of the Dirac equation in the Weyl representation
(9.97), which reads by taking into account (9.87):

(z’*y“@u — %) Y(x) =0. (9.279)
One solution method relies on performing a plane wave ansatz for the Dirac spinor ¢ (x), which
converts the differential equation (9.279) into an algebraic equation for the corresponding spinor
amplitudes. The latter would then have to be solved on the basis of the concrete form of the
Dirac matrices in the Weyl representation. In this section, however, we work out a different
solution method, which is group theoretically inspired. To this end we determine at first the
trivial plane wave solutions in the rest frame of the massive spin 1/2 particle and then we boost

them to a uniformly moving reference frame.

9.14.1 Rest Frame

In the rest frame of the massive spin 1/2 particle, the Dirac spinor can only depend on time t:

Yn(z) = (t). (9.280)
Inserting (9.280) in (9.279) leads to
(M% — MTg> Y(t)=0. (9.281)

Multiplying (9.281) with the operator (—i7°0/0t — Mc?/h) and taking into account (7°)? = Z
due to (9.94) then yields

2
(—m‘)% — M702> (WO% — MTg) Y(t) = {g—; + (MTCQ) }w(t) =0. (9.282)
Thus, we obtain the two solutions
Y(t) = eFMEN (9.283)
where the spinor amplitude 1 satisfies due to (9.281) and (9.283) the algebraic equation
(£1°—=Z)y =0. (9.284)

Taking into account the explicit form of the Dirac matrix 4 in the Weyl representation (9.94),

then (9.284) reduces to
0 O I I O e B
(v =D {(I O>_<O I)}w—< / _I)w—o, (9.285)

0 - 0o -1 I O (-1~ B
ceone A3 (D2 e o
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Assuming that x(+1/2) and x(—1/2) are two orthonormal bi-spinors, i.e.
XT)X(N) = G, (9.287)
the two solutions of (9.285) are given by
1 [ x(1/2) »_ 1 [ x(=1/2)
o = L Y | (9.288)
V2 \ x(1/2) V2 \ x(-1/2)

Then we construct bi-spinors x¢(£1/2), which are charge conjugated with respect to x(41/2),
by defining analogous to (9.172) and (9.182)

v (i%) — oy (i%) . (9.289)

They turn out to be orthonormal as well due to (9.189), (9.287), and (9.289):

FIOXEW) = (e TOX)) = (T elex ()T = XM = - (9:290)
With this we obtain also the two solutions of (9.286) according to
(3) _ L x°(1/2) (4) _ L X (=1/2)
VG ( (12 ) U ( (172) ) | 2

We note that 13 and ¢® just represent the charge conjugated Dirac spinors of 1) and (%,
Namely the Dirac adjoint Dirac spinors

1,2
R CR PR (9.292)

read explicitly with (9.288)

- (D) (2 4) - () (1)

so the charge conjugation yields due to (9.172), (9.182), (9.289), (9.291) and (9.293)
o tar (¢ O L (wEY L a2\ | ay o0
e =09 (0 e )\ vy ) T ey ) T 02

The finding (9.294) justifies a posteriori to define the charge conjugation of bi-spinors according
to (9.289).

9.14.2 Boost to Uniformly Moving Reference Frame

Now we boost the fundamental solutions (9.283), (9.288), and (9.291) of the Dirac equation in
the rest frame to a uniformly moving reference frame:
¢(1,2) e—z’Mczt/h N %)1,2) (x) _ %}1,2) e—ipac/h, (9'295)
B Mt/ — wl()3,4) (z) = ¢£3,4)e+im/h’ (9.296)
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where the momentum four-vector is transferred from the rest frame (9.27) to the uniformly
moving reference frame (9.28). Despite of such a boost transformation a scalar product remains
invariant, so the time-like component of the boosted momentum four-vector (6.16) is fixed by

its spatial components according to

Phpry=1"p, = MF=0")Y-p* = E,=pYc=/p22+ M. (9.297)

Note that this represents precisely the relativistic energy-momentum dispersion relation. Fur-
thermore, the corresponding spinor amplitudes ?/JI()V) for v = 1,2, 3,4 in the uniformly moving

reference frame emerge from boosting the spinor amplitudes ¥*) in the rest frame:
W — D(B)Y™ . (9.298)

Here the boost representation in the space of the Dirac spinors from (9.13), (9.14), (9.46),
(9.47), and (9.101) reads in the Weyl representation:

D(B) < DO/29) () ) > _ ( —&/2 60(3;/2 ) _ ( Vi (1& > (9.299)

O DO1/2)(B) O O /=

Note that the spinor representations for boosts (9.46) and (9.47) represent here efficient shortcut
notations for the more involved concrete expressions (9.39) and (9.43). Thus, applying (9.299)
to both (9.288) and (9.291) yields

L[ ViEx(3)
P = DB = — . , (9.300)
p NANE Y
1 e X° (£3)
YB3 = DB = — . (9.301)
P I\ e e
With the side calculation following from (6.21) and (9.80)
~ ~U 1 ~U UV~ 14
(po)(p5) = Puo”PuG” = Spupu(0"6" + 0"5") = pupug™'l = p*I = (Me)’I,  (9.302)

we see then explicitly that we have thus constructed solutions of the Dirac equation (9.279).
At first we conclude from (9.295)

, Mc
(o, -5 )20 =0 = MO =0 (030)
From (9.94), (9.300), and (9.302) follows then indeed:

):%<v ]@—ix&%))
V2 \ 2 /77 (£])

Mc

Me [ Ve Gz X(£3) Mel O \ 1 T (+1)
=\ a1 =\ 0 wer B\ S e ) 0309
Mc\/ ~(Mc)? x(£3) ¢ \/ T2 x(£3)
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In a similar way we read off from (9.296)
iy, — Me YB3 (z) =0 = (V" P, + Mc) p3P =0 (9.305)
70— o = WP, o)y =0. :
And from (9.94), (9.301), and (9.302) we get then indeed:
( 0 po)i( e X (£3) )_&(—% @—iXC(ig))
o 0 ) V2\ —\iEx @) ) V2SRV )
M [ VEVREED) ) ( Mcl O ) 1 < e X(E3
VERNRRVATAVLITREE) O Ml J V2 -

We note that 1/11()3) and 1/)50 just represent the charge-conjugate of the Dirac spinors sz) and

77[11()2). At first, we determine the Dirac adjoint Dirac spinors

702 pazro o L (LY fpo (1N [pe ) (O]
¢p djp v \/§<X (j:Q Mc’X iQ Mc I O

_ % (XT (ié) L—i,xf (i%) L—i) : (9.307)

In addition, we summarize (9.185), (9.186) and conclude from (9.189)
ctotc = ()" — clo") et =+, c(e") et = ot (9.308)

The latter two relations can be generalized to any function of Pauli matrices f(o*) or f(5*),

which has a Taylor series:
cflo") et = f(5"), cf(a) e = fo"). (9.309)

The charge conjugation of the Dirac spinors wg ) and ;Dg ) then leads to due to (9.172), (9.182),
(9.287), (9.307), and (9.309):

~T ~
oo _ egror_ (e 0\ [ VEveh | L[ o/Eece
% —c ]’\’4—"00_10)(*(:{:%)

O —c \/§ %TX*(i ) \/5
1 7 X (E3)
c 2

The spinor amplitudes (9.300) and (9.301) can now be written as

- (=1)v+!

o 1 \/%x( 3 )
¥ = — Y e S oy=12 (9.311)

EARENC

2
o C (71)1/4»1
]@_CX< 2 )

P = % e ;
i ()

2

v=34. (9.312)
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9.14.3 Orthonormality Relations

After having obtained the plane wave solutions, we embark now upon determining their respec-
tive orthonormality relations. To this end we start with mentioning the adjoint of the spinor
amplitudes (9.311):

¢I()V)T — % (XT ((—12)u+1) %,XT (%) f/%) o v=12, (9.313)

wl()u)’r _ % (ch ((—12)u+1) ]];[_UC’_XCT <<_1—2)V+1) %) ; v=3,4.(9.314)

Furthermore, we remark that the spinor amplitudes 1/)1()”) for v = 1,2 and 1/)(_1’1)) for v = 3,4

satisfy the following orthonormality relations:

1. case: v=1,2 ;v =1,2:
V l/ ~ g (=p”+t
P = 1 Y o pa v - ro e X 2, ) (9.315)
PP 2 Mc’ Mc ﬁx((—l)”“)

=y () et (DN By i (G0 (DT By o
X ( 2 Mc 2 MC2X 2 X 2 M2 51/1/5

2. case: v=3,4;1V =34

v ~ 14 o C (—1)Vl+1
Wit o _ L[ (DN Jpe o (DT [po T X (=)
w—p w—p - 5 (X ( ¢ f B ]Mpg 2 , (9316)

_1\WwW+1
2 2 fza c(( 1)2 )

X

v+1 ~ V41 v+1 v'+1
_ et ((E1) ps+po . ((=1) Ep o ((=1) [ (=1) _ B 5
X ( 2 ) oMe X 2 M X 2 )X 2 ) Ma ™

3. case: v=1,2;1V =34
= G 1/+1
w(y)_i_w(y/) _ 1 V—‘rl po_ XT l/-‘rl p_O_ /]ﬁc X ( 1)
porop 2 Mc’ Mec PO (( 1)”“)
Mc 2

X
1 (Y ([ene) [\ . (e
- (5 )( (e (P )X( ) =0 wa)

4. casev=3,4;1 =1,2:
gty = 4 e (EU) o (02 ) (VENCED
- 3 (S (VR ) (B o o

q
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The orthonormality relations (9.315)—(9.318) can be summarized as follows

w) _ Pp

V)t
wé,,%) ¢5V/p - MC2 51/1/’ ) (9319)
where have introduced the abbreviation
1; =1,2
e, = Thor=he (9.320)
-1, v=34
With this, we can check whether the fundamental solutions
Y (x, 1) = e wer et (9.321)
fulfill orthonormality relations. Taking into account (9.297) and (9.319) we obtain from (9.321)
/d% P (x, t)¢gf )(x,t) = Pt 1/13, ) e B =< Bp)t (97 1)35 (e, p — D) (9.322)
3
_ 3,,(V)t 74 1( JEe ep—euEp)t _(27Th) Ep
= (27h) 1/15,) wégﬁgv/ en'E Fepepm e BRlG(p! — e, p) = W5w'5(l)/ -p). (9.323)
If we now replace (9.321) with
M2 i
M) (x.t) = (V) — e (Ept—px) 9.324

then the fundamental solutions of the Dirac equation satisfy the orthonormality relations

/ &z @t (x, t)¢§,7’>(x, ) =0, 0p—p). (9.325)

9.14.4 Dirac Representation

For the sake of completeness, we finally determine the fundamental solutions (9.325) in the
Dirac representation. To this end we have to calculate at first the spinor amplitudes (9.288)

and (9.291) in the rest system in the Dirac representation:

12 _ vy LT TN 1 ox(E5) ) [ x(E3)
e _Sw()_\/i(—ll)\/ﬁ<x(i§))_< . ) (9.326)

(34 _ Gy L[ T TY 1 [ X(£) ) _ 0
D SDd} \/5 ( i ) \/§ ( _Xc(i%) > ( _Xc(j:%) > : (9'327)

By boosting from the rest frame into the uniformly moving reference frame we then get

I3 o 1
02 _ g oo _ L[ 1 1)1 27 x(*3) 1 ( ﬁ_ﬁ\/ﬁ—c) x(£3)
wpD - pr - po 1 _2 5 - .
v 2 —\/ it Vi ) x(£3)

V2 \ =T I ]V2 2= x(£3)
po+Mc po+Mc 41 Ep+Mc?
1 (\/2Mc(p°+Mc) * \/QMC(pOJrMC)) x(£3) _ 21\+/152 X(i%) (9.328)
po+Mc pG+Mc g X(i%> .

. ____Opc
~ o + \/2Mc(p0+MC)) x(£3) /2M 2 (Ep+ Mc2)
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and, correspondingly,

g . cC 1 22 o ¢ :l:l
s (4 1) (VB o[ (E R
pD P _ ./ PI el 2 & 5 c
V2\ -1 1 )V2 MeX (£3) <_ ﬁ—,/%)x(i%)
po+Mc . po+Mc c 1 —O pc c 1
. 1 <\/2Mc(p0+Mc) \/2Mc(p0+Mc)) X <:l:2) o \/QMCQ(EerMcQ)X (:tQ) (9 329>
o c G [ c _ ./ Er Me2 | e .
poM pi+M Xe(+1) X (£3)

B \/QMc(quLMc) N \/QMc(pOJrMc)

Note that the results (9.328) and (9.329) are obtained in the exercises in a different way by
invoking a Foldy-Wouthuysen transformation. Furthermore, we recognize in the non-relativistic
limes ¢ — oo that the lower or upper components of the Dirac spinor are small at @ZJS b2) or wg’ g)
in (9.328) or (9.329), respectively.

9.15 Helicity Spinors

In the considerations of the previous section, the two orthonormal bi-spinors x(+1/2) and
X(—1/2) have not yet been specified. It is now time to catch up with this deficiency and to
make a particular choice for those orthonormal bi-spinors. In the following we introduce even

two possible choices, which depend on the quantization axis for the spin 1/2.

9.15.1 Rest Frame

At first, we consider

respect to the z-axis.

as they represent the

around the z-axis:

spin 1/2 particles in the rest frame, where the spin is quantized with

In this case we define the orthonormal bi-spinors according to
0

()-(5)- )-(1),

orthonormal eigenvectors of the generator D(L3) = 03/2 for a rotation

(- )

(9.330)

13
27 X

1

5 (9.331)

From (9.188), (9.289), and (9.330) we then get the explicit form of the charge conjugated

bi-spinors:

) = ()G )=(1) e
G- (O0)G) e
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Accordingly, the charge conjugated bi-spinors satisfy the eigenvalue problem

1, 1 1 1
X2 ) =T (£2) . 334
3o () =731 (£5) (9.334)

A comparison of (9.331) with (9.334) shows that the eigenvalues of x(£1/2) and x¢(£1/2) are

just exchanged.

The Dirac spinors (9.288) and (9.291) formed with the bi-spinors x(£1/2) and x¢(£1/2) in
the rest system of the particle turn out to represent eigenvectors of the generator D(L3) of the

rotation about the z-axis:

(-1

—1)¥
Loyt = Ty yora pugew = S w0 vosal 0

Namely, taking into account (9.120), the following holds:

00 0\ L (x| _ L a0tk _ 11 ()

( 0 %US> V2 (X(:E%)> B 2 (%USX(:I:%) Z|:2 5 (X(Zl:%)> ) (9.336)
%U3 0 L Xc(i%) _ L %03 Xc(i%) _ li Xc(ﬂ:%)

< 0 %03) V2 <—Xc(ﬂ:%)> 2 (—%03)(6(1%)) 3 2 (‘Xc(i%)> - (9:337)

9.15.2 Helicity Operator

In the following we embark on considering spin 1/2 particles, whose spin is quantized with
respect to the direction of the respective particle momentum p. To this end we construct
the corresponding helicity spinors analogous to Section 8.10, where the polarisation vectors of

circularly polarised plane waves were determined in the realm of electrodynamics.

To this end we determine at first the helicity operator (6.185) in the space of bi-spinors, where
the spin vector is given by D(L) = /2 due to (9.120):

h(p) = D(]I;)p = ;—;’

(9.338)
Taking into account the explicit form of the Pauli matrices (9.8) this yields

1 0 1 0 —2 1 0 1 D, Do — 1Dy
h - —{p, + + . S— (9.339

Now we define the helicity spinors x,(p, =1/2) as eigenvectors of the helicity operator (9.338)
with the eigenvalues +1/2:

h(p) xn (p, i%) = i% Xh (p,i%) : (9.340)
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From (9.330) and (9.338) follows then that the bi-spinors x(£1/2) are eigenvectors of the
helicity operator h(pe,) to the eigenvalue +1/2:

1 11 0 1 1 1
3 Z) == = -, 341
h(pe)x<+2> 2(0 —1><0> 2X(+2) (9.341)
1 1{1 0 0 1 1
h(pe, —— == =——x|—-z)- 342
(pe)x( 2) 2<0_1)<1) 2x( 2) (9.342)
Thus, due to (9.340), we then conclude

Xh (pez, i%) =X (i%> : (9.343)

9.15.3 Uniformly Moving Rest Frame

Now we consider a uniformly moving rest frame, where the spin is quantized with respect to the
momentum vector, where p is described with the help of spherical coordinates p, ¢ € [0,27),60 €
[0, ):

sin 6 cos ¢
p=p| sinfsing : (9.344)
cos

Then we know that the rotation matrix (8.128) determined in (8.131) yields (9.344) analogous
to (8.132):

R(6,¢9)pe, =p. (9.345)

Therefore, we determine the rotation matrix D(R(f, ¢) in the space of bi-spinors, where first
the rotation D(R,()) and then the rotation D(R,(¢)) is performed:

D(R(0,¢)) = D(R.(¢)) D(R,(0)). (9.346)

The individual rotation matrices follow from (9.8), (9.10), (9.11), and (9.21):

e @(10) ()7 ) e
|

D(R,(0)) = e iPI2)0 — =370 — o5 (g) I —isin (

— cos (g) < (1) (1) ) — isin (g) ( 3 _OZ ) = ( Z?j g; ;Zisn(g) ) - (9.348)
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Thus, the resulting rotation matrix (9.346) is given by:

D(R(6,6)) = ( cos (&) e/2 —sin (%) e Z¢/2> | (9.349)

sm(2) i9/2 cos() /2

Now we map the bi-spinors x(£1/2), which describe a quantization of the spin 1/2 with respect
to the z-axis, with the rotation matrix D(R(6,¢) and obtain the helicity bi-spinors, which

describe a spin quantization with respect to the direction of the momentum p:

Xh <p,:|:%> = D(R(0,9)) x (i%) . (9.350)

With the explicit form of the dual spinors (9.330) and the rotation matrix (9.349), the helicity

dual spinors are then:

1 cos (%) e7"/2 ( 1) —sin (&) e~/
— | = A — | = A . 351
Xh (p,+2) ( sin (2) e ) ° xXn | P =5 cos (2) €2 (9.351)

In special case p = pe,, i.e. § = ¢ = 0, the result (9.351) reduces to (9.330) according to
(9.343). Furthermore, the charge conjugation of the helicity spinors x,(p, +1/2) leads to:

1 1 0 -1 Cos( ) i¢/2 sm( ) —io/2
¢ ’—}—— g * 7—*—— g p— 2 9 9352
a(prd) =i (po) - (13 (G50 ) - () oo
1 1 0 —1 —sin (&) /2 —cos (&) e/
S R S = o] (9353
. <p 2) o (p 2) <1 0 ) (COS (5) e —sin (§) oz ) )
In case p = pe,, i.e. 0 = ¢ =0, (9.352) and (9.353) reduce to (9.330):

1 1
Xh (pez,ié) =X° (ii) : (9.354)

Furthermore, we remark that the mapping of the charge conjugated bi-spinors (9.332) with the
rotation matrix (9.349) leads to the charge conjugated helicity spinors (9.352) and (9.353):

X7 (p, i%) = D(R(0,9)) x° <i§) . (9.355)

As a crosscheck we also verify that the constructed helicity spinors xj(p,£1/2) are, indeed,
eigenvectors of the helicity operator h(p) from (9.339) with the eigenvalue +3:

h(p) ( +1> 1 cosf sinfe cos( ) —i$/2
PRm\Pm3) = 3 sinfe®  —cosf sm( ) /2
cos e~ i0/2 1 1

SlIl 1¢/2 2 + 2 9 (9356)
cosf  sinfhe —sin ( e~ i9/2
sinfe® —cosé cos Q e~ i4/2

( in (

S z¢/2
— cos (&) e’/ - _2X (p,—§> ' (9:357)

| —

N —

h(p)xn (p, —%) -

N | —
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Furthermore, we show that the constructed charge conjugated helicity spinors x§ (p, £1/2) are
eigenvectors of the helicity operator hA(p) with the eigenvalue F1/2:

c 1 1 cos sinfe® —sin (g) e 1®/2
MeXPts ) = 5| Gnges 0\ id/2
2 2\ sinfe® —cosd cos (§) e

1 [ sin(%)e /2 1. 1
T2 < _CO(SQ()Q) ci9/2 > — X (p,+§) ; (9.358)

2

h( ) c( _1) . 1 cosf  sinfe — COs (g) e~ i9/2
PP 73] = 2\ singe® —coso —sin (%) ¢4/

1 —cos(§)er ) 1, 1
= 3| . (g) o | =3 X7, (p, —5) : (9.359)
Now we come back to the Dirac spinors (9.300) and (9.301) in the uniformly moving reference
frame, where x(£1/2) and x¢(£1/2) denoted two sets of orthonormal bi-spinors, which are
charge conjugated with respect to each other. Whereas we have discussed in the two previous
subsections the case of choosing the z-axis as the quantization axis, we come now to another
appropriate physical choice to identify y(£1/2) and x°(£1/2). Namely we assume that the spin
is quantized with respect to the direction of motion p/p, which amounts to identifying x(1/2)
and x¢(£1/2) with the helicity spinors x(p, £1/2) and x§(p, £1/2), yielding concretely

pu2 — L[V e Xn (P 3) (9.360)
’ V2 \ i (P £g) ) ‘
1 T X (P £3)
Gy — Me 2 . 9.361
BT A ( B (p ) (5:361)

In order to justify this choice we define the helicity operator in the space of Dirac spinors due
to (6.185) and (9.120):

_D@Mp 1 (ep O\ [ hp) O
H(p) = p _QP(O ap)—( O h(p)>. (9.362)

According to (9.36), (9.45), and (9.338) as well as the Lie algebra of the Pauli matrices (9.5),
the helicity operator h(p) in the space of bi-spinors commutates with the boost representation

in the space of bi-spinors:

W%ﬁ(p)] = [\/%Jb(p)] =0 (9.363)

Therefore, the Dirac spinors (9.360) and (9.361) are eigenstates of the helicity operator

H(p)vy) =, v (9.364)



9.16. CANONICAL FIELD QUANTISATION 187
with the eigenvalues

1)
v=12, nl,:( >; v=3,4. (9.365)

Ny

In detail, due to (9.283), (9.284), (9.339), (9.362), and (9.363) the following applies for v = 1,2

w_ (h®) O\ 1 [ ViExuP£s) e Xn (P £3) 2
H(p)vy (0 h(p))ﬁ( 22 xn(P, 3) 2\/_ \/7>< (P, +3) w

and, correspondingly, we have for v = 3,4

w _ (hp) VI XD £) VIENRED ) _ oL
H(p)yy (O h(p)> \/§< 27 e (p, 41 2\/_ Mcxh(p,i%) F50p"

Thus, in conclusion, we have determined in a group theoretically inspired approach the plane
wave solutions of the Dirac equation (9.324), where the corresponding Dirac spinor amplitudes
are given by (9.360) and (9.361). This result will turn out to be indispensable for the subsequent

canonical field quantization of the Dirac theory.

9.16 Canonical Field Quantisation

In order to determine the Hamiltonian formulation of classical field theory from the Lagrangian
formulation, one has to find at first the momentum fields, which are canonically conjugated to
the independent field degrees of freedom. In case of the Dirac field, the following canonically
conjugated momentum fields are obtained for the Dirac spinor ¥ (x,t) and the Dirac adjoint

Dirac spinor ¥(x, t), respectively:

dA oL

_ _ — B 0 _ ;5.

m(x,t) 5 (W(X’t)) > (W(X’t)) ih(x,t)y" = ihy'(x,t), (9.366)
ot ot
dA oL

7(x, 1) (9.367)

AP (x,t) - AP (x,t) -
o(5n) o("F)

Note that the last equality in (9.366) follows from taking into account (9.102). Thus, in the
Hamiltonian formulation of the Dirac theory, one can consider ¥ (x,t) and m(x,t) or, equiva-
lently, ¥(x,t) and v7(x,t) as the independent fields.

And, according to the Noether theorem being explored and applied to the Dirac field in the
Appendix, any conserved physical quantity of the Dirac theory turns out to be bilinear in these
independent fields. Namely, due to the sandwich principle, each conserved quantity follows
from a spatial integral over the respective first-quantized operator, which is multiplied with
YT(x,t) from the left and 1 (x,t) from the right. Indeed, the charge of the Dirac field is given
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by (9.278) and analogous expressions also hold for the energy, the momentum, and the helicity
of the Dirac field:

E = / Bzt (x, ) Hp(x)Y(x,1), (9.368)

P = / dgx@bT(X,t)?V@D(x,t), (9.369)
B 3 /2 O hV /i <

ho= /dwa(x,t)( / a/2>—th/¢| V(x,1). (9.370)

Note that the Dirac Hamiltonian Hp(x) was already defined in (9.248) and reduces due to
(9.87) to

Hp(x) = —ichaV + Mc*B. (9.371)

Furthermore, we have used in (9.370) that the helicity (6.185) stems from the generators of the

rotations (9.120) in the space of Dirac spinors.

In a canonical quantization of the Dirac field the independent fields ¥ (x, t) and 7(x, ) or ¥ (x, t)
and 97 (x,t) of the Hamilton field theory become field operators 1 (x, t) and #(x,t) or ¥(x, )
and 1/}T(X, t). Since a bosonic quantisation of the Dirac field turns out to violate microcausality
and, thus, leads inevitably to contradictions, one has to perform a fermionic quantisation.

Therefore, the following equal-time anti-commutator algebra is required:
[&a(x, t),wxgt)} = [fa(x, 1), 75X, 1)], =0, [@Za(x, ), frﬁ(x',t)} — ih0,50(x — ') ,(9.372)
+ +

where «, 8 denote the spinorial components. Due to the definition of the momentum field in
(9.366) the anti-commutator algebra (9.372) reduces to

o, ). 05, 0)] = [ 6e ). 03¢, 0)] =0, [l ). BHK1)] | = basd(x — x).(9.373)

Thus, the conserved quantities of the first quantized Dirac theory, i.e. the charge (9.278), the
energy (9.368), the momentum (9.369), and the helicity (9.370), become second quantized

operators due to the canonical field quantisation:

) = / Pt (x, )(x, 1), (9.374)
H = / Bt (x, 6 Hp(x)(x, 1), (9.375)
P = / P t(x,t) %vqﬁ(x,t), (9.376)
. 3 - o/2 O hV /i S ix

h = /dxw(x,t)< 5 a/2>—‘w/i| Y(x,1). (9.377)

In order to determine the Heisenberg equations of motion (3.62), one needs to take into account
both the first and the second quantized Hamilton operator (9.371) and (9.376) as well as to
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apply the calculation rule (3.94). With this the Heisenberg equations of motion of the field
operators 1/}()(, t) and W(x, t) result in

ih azp((;;, 0 - [z@(x, t), H} = Hp(x)d(x. 1) = (~ichaV + Mc*B) {(x, 1), (9.378)
o A A A A
g o (;t 1) — [Qﬂ(x,t), H} == {HD(X)w(X, t)}T _ (—ichav - MCQﬁ) WL(X, £). (9.379)

Thus, the field operators @(x, t) and zﬁ(x, t) satisfy the Dirac equation (9.247) and the adjoint

Dirac equation, respectively.

9.17 Decomposition Into Plane Waves

The field operator 1[1()(, t) is now decomposed with respect to the fundamental plane wave
solutions wﬁ,”) (x,t) of the Dirac equation defined in (9.324). The expansion coefficients in this

decomposition are then operators of second quantisation:
U(x,t) = 24: / Epy? (x,t)al . (9.380)
v=1
Correspondingly, one obtains for the adjoint field operator:
O(x,t) = f: / EpyT(x, t)al)t. (9.381)
v=1

With the help of the orthonormality relation (9.325) of the fundamental plane wave solutions,
the expansions (9.380) and (9.381) can be inverted, yielding:

/ Er W (x, p(x,t) = o, (9.382)
/ Er it (x, )Y (x,t) = aWt. (9.383)

From the equal-time anti-commutator algebra (9.373) of the field operator U(x, t) and its adjoint
’IJJT(X t), a corresponding anti-commutator algebra can then be determined for the expansion

~(v) A(V)T

coefficients ap’ and a

.4 /d3 /ds/ Z U DU (1) [l 1), b (€, 8)] =0, (9389

a,a’=1

/ e / &z’ Z PO (x, ) (% 1) [zﬁl(xj),qﬂl,(x’,t)] —0, (9.385)

.®>.

a,a’=1 +

:A(V) A )T /d3 /d3 / Z YU )l) (1) wa(x,t),zﬁl/(x’,t)}+

a,a’=1

/ P Z YU, )l (x,t) = / ey (x, )0 (x,t) = 6,,6(p — p'). (9.386)
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Note that in (9.386) the orthonormality relation (9.325) is applied. As the operators al), alt

fulfill according to (9.384)—(9.386) the canonical anti-commutator algebra, they are interpreted

for the time being as annihilation and creation operators of fermionic particles.

9.18 Second Quantizied Operators

Inserting (9.380) and (9.381) into (9.374) and taking into account the orthonormality relation

~

(9.325) the charge operator ) in second quantisation can be expressed in terms of the creation

and annihilation operators aif” and dg/):

4 4

@ = X% [0 [evaiay [aeugioney o
v=1v'=1
4 4 4
= 2.2 / d’p / d*p'ay)a 5,6(p —p) =D / dpatal . (9.387)
v=1v'=1 v=1

Since the particle number operator aﬁ,””a;”) is positive definite, also the charge operator Q is

positive definite due to (9.387). Thus, it looks like as if the fermionic particles seem to have

only a positive charge.

Accordingly, inserting (9.380) and (9.381) into (9.375) one obtains for the Hamilton operator

H of second quantisation at first

4 4
H = ZZ/df%p/dsp/ @éu)ngj)/dsmwl()u)T(& t)HD(X)i/JI(,Zf)(X, ). (9.388)

v=11v'=1

Here we can take into account that the plane waves wr(,lf/)(x, t) from (9.324) are eigenfunctions
of the Dirac Hamiltonian operator of the first quantisation (9.371) as they were determined in
Section 9.14 to solve the Dirac equation (9.279):

l/l . a l/l l/l
Hp(x)ul (x,t) = ifi o W8 (x,t) = e, Byl (x,1). (9.389)

With the help of the orthonormality relation (9.325) the Hamilton operator of second quanti-
sation (9.388) then results in

4 4
H = ZZ/d3p/d3p’5,,/Ep/d£)”)T&;If)/d?’xwl()”)f(x, t)l/)r(,lf)(x, t)

v=1 /=1
4 2 4

= > / d*pe, Bpal)tal) = / d*p (Z Epatal) —ZEpa@Tag)) . (9.390)
v=1 v=1 v=3

where we have used the abbreviation (9.320) in the last step. Thus, the fermionic particles
with v = 1,2 appear to have positive energies £, while those with v = 3,4 seem to have

correspondingly negative energies — .
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Subsequently, we insert (9.380) and (9.381) into (9.376), so the momentum operator P of second
quantisation results at first in

4 4
S AV)T A v v h v
P= Z Z/d3p/d3p’ aé )Ta;/ ) /d?’:v wl() (x,t) ;VT/J]()/ '(x,1). (9.391)
v=1v'=1
Here we use the fact that the plane waves @ZJI(;/)(X, t) from (9.324) are eigenfunctions of the
momentum operator of first quantisation:

h 4 4
Y W8 (x,t) = e,pl) (x,1). (9.392)

Thus, with the orthonormality relation (9.325) the momentum operator of second quantisation
(9.377) reduces to

4 4
P = ZZ/dBp/d?’p’ dg’”dgf)eyfp’/dewg’)T(X, t)wr(,lf)(x, t)

v=11v'=1
4 2 4

= > / d*pe,palal) = / d*p (Zpagﬁa@ —Zpag”a@) . (9.393)
v=1 v=1 v=3

We conclude that the fermionic particles with v = 1,2 seem to have the momentum p and,

correspondingly, those with v = 3,4 the momentum —p.

In a similar way we also proceed for the helicity operator (9.377), where we insert (9.380) and
(9.381), yielding

iL _ ~ < d3 d3 1A () A (V) d3 W)t t 0/2 0 hV/Z ) t 9.394
—ZZ p D ap ay W/}p (x,t) 0 /2 WQ/JP/ (x,t).(9.394)
v=1y'=1

Applying the eigenvalue problem (9.392) and the first quantized helicity operator (9.362) this
reduces to

h

44
ZZ/dgp/d?’p' &](;,”)T&Sf)ey//d%@/}l()””(x, t) H(p’)@/zgf)(x, t). (9.395)
v=1v'=1

Here we use the fact that the plane waves ¢gf/)(x, t) from (9.324) are eigenfunctions of the

helicity operator of first quantisation according to (9.364):

Hp) 0% (x. 1) = no 9 (x,1) . (9.396)
Thus, with this and the orthonormality relation (9.325) the helicity operator of second quanti-
sation (9.395) reads

4 4

il = ZZ/d3p/\d3p/dl(:)1‘dgj/)€ylnyl/dgxwéyﬁ()g t)ng,)<x, t) (9397>

v=1 /=1

~ [ N L (—1
=2 / dpe,n, aftaly) = / dp | Y ——aytay) + ) ——alay) | .
v=1 v=3

v=1
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Figure 9.2: Schematic sketch of the Dirac sea, which models the physical vacuum as an infinite

sea of particles with negative energy.

Note that we have used in the last step the abbreviations (9.320) and (9.365). The result
(9.397) means that the fermionic particles with v = 1,3 (v = 2,4) have supposedly the helicity
+1/2 (—1/2).

Finally, we conclude this section by summarizing that, indeed, the second quantized operators
for the charge (9.387), the energy (9.390), the momentum (9.393), and the helicity (9.397) have
turned out to not explicitly depend on time. This reflects that these second quantized operators

correspond to conserved quantities.

9.19 Dirac Sea

Within the framework of the canonical field quantisation, the vacuum state |0), is usually
defined by the fact that it does not contain any particle. This is guaranteed provided that all

annihilation operators aﬁ,”) annul the vacuum state |0),,:

al) [0), =0 forallv,p. (9.398)

On the other, in the second quantized Dirac theory we are confronted with the fact that particles
with both positive and negative energies appear, see Eq. (9.390). In order to provide a physical
interpretation for the latter observation, Paul Dirac assumed in 1930 that instead of the vacuum
state |0),, a physical vacuum state |0), is realised in nature. It is defined by the condition that
all states with negative energies, i.e. those with v = 3,4, are occupied, forming the so-called

Fermi sea, see Fig. 9.2:

00, = T] [Ta¥"10)y - (9.399)

v=34 p
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Here, a continuous product is formed with respect to all momenta p. Dirac justifies this
transition from the vacuum state |0),, to the physical vacuum state |0), by the argument that
the Dirac sea is always present and can, therefore, not be measured in any experiment, Thus,

the infinitely large energy or charge of the Dirac sea can be renormalised.

An immediate consequence of the definition of the physical vacuum state |0), in (9.399) is
that it is annulled by the annihilation operators dg') for v = 1,2 because of (9.398) and by the

creation operators dg’ﬁ for v = 3,4 due to the anti-commutator algebra (9.385):

dg’) 0), =0 forallv=1,2and p; &g’)T 0), =0 forally=3,4and p. (9.400)

If one takes into account the anti-commutator algebra (9.384)-(9.386) and the property (9.400)
of the physical vacuum |0)», a reinterpretation of the annihilation and creation operators be-

comes possible. While dg/) and &S/)T for v = 1,2 continue to be understood as annihilation and

creation operators of particles, dg/) and &S” for v = 3,4 can now be interpreted inversely as
the creation and annihilation operators of particles. For instance, applying dg') for v = 3,4
to the physical vacuum state (9.399) annihilates a particle in the Dirac sea of Fig. 9.2, which

corresponds to the creation of a hole.

Consequently, by convention we consider in the Dirac hole theory that the indices v = 1,2

(v = 3,4) describe particles (antiparticles), for instance electrons (positrons) with spin up and

down. The double role of the expansion operators &1(;,") and &;”)T as creation and annihilation

operators, respectively, makes the theory at a first glance confusing. Therefore, it is suggestive
to introduce different symbols in order to discriminate already from the notation between the
operators of particles and antiparticles. For the particles we use from now on the following

definition for the creation operators

AV GO @1 = e (9.401)
and for the annihilation operators

a0 =80, a® =) (9.402)
Correspondingly, we introduce for the antiparticles the creation operators

dl(og) — dél)T ’ &g‘) = dl(f)T (9.403)
and the annihilation operators

&1(33)T — dE,” 7 dg‘” = dg) . (9.404)

For v = 1,2 this redefinition just corresponds to a simple renaming. But for v = 3,4 the
creation and annihilation operators exchange their roles. Note that the anti-commutator alge-

bra (9.384)—(9.386) remains invariant due to this redefinition, since creation and annihilation
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operators appear there on equal footing:

AN Col I X0 R (GO I b OO N CO U B FX OO CO L I

W] = ) = ) = [0.dT =0, (9.405)
pot g0t [pet g0t et g0t Z [t j00]

e = BT = ey = [y =0, (0.406)
J» petl g gt =

[bgy,bp, |, = [|d&.dy ]+—5yy/5(p—p/). (9.407)

The physical vacuum state |0), is now determined by the fact that it is annulled by the

annihilation operators IA)I()V), cig/) of both the particles and the antiparticles:

b0y, = 0, (9.408)
di 0y, = 0. (9.409)

The Hamilton operator (9.390) of the second quantisation has both positive and negative energy

values. Due to the redefinition of second quantized operators (9.401)-(9.404) it changes into

2
=3 / Pp By (BT — d ) (9.410)
v=1

But, taking into account the anti-commutator algebra (9.407), the expression (9.410) for the
Hamilton operator is transformed into:

2 2
H=Y" / d’p By (z;g:w;;:> + cZg”CZg)) -y / d*p E;, 5(0). (9.411)
v=1 v=1

The expectation value of this Hamilton operator with respect to the physical vacuum state |0) ,
reads due to (9.408) and (9.409)

p (O] H|0), = — Z/d3p E,6(0). (9.412)

First of all we note that the vacuum energy for the fermions of the Dirac theory turns out to be
negative in contrast to the bosonic cases of the Klein-Gordon theory in (7.119) and the Maxwell
theory in (8.158). This is an immediate consequence of having an underlying anti-commutator
algebra instead of a commutator algebra. But also in the fermionic case the vacuum energy
(9.412) is divergent due to two reasons. On the one hand the respective momentum integral
over the relativistic energy-momentum dispersion (9.297) is divergent and on the other hand
the factor §(0) is divergent as well. The renormalisation of the Hamilton operator (9.411) is
performed by simply subtracting this infinitely large expectation value (9.412), yielding the

normal-ordered Hamilton operator
2
H= = p (0| H[0), =Y / &p B, (bgﬁby + dlg””d;”)) . (9.413)
v=1

This physical Hamilton operator is positive definite as both particles and antiparticles have the

same energy f, > 0.



9.19. DIRAC SEA 195

Quite correspondingly, the charge operator Q, the momentum operator ]5, and the helicity
operator from (9.387), (9.393), and (9.397) change due to the redefinition of second quantized
operators (9.401)—(9.404) to

2
Q=3 / &p (bgﬁbg,” +d§,">d§:>*) , (9.414)
v=1
A 2 ~ ~ A A~
P = Z / d3pp(bg”bg> —dpdyry (9.415)
ho= Z / dp 2 — b(”)Tb(”)er(”)d(”)T) (9.416)

Applying the anti-commutator algebra (9.407) yields

Q = Z/d?’ Tb('/) d(V)Td(V) Z/dSP(S (9417>
P — Z/dspp (53)?33) ﬂzgﬁcgg)) —Z/dgppé(ﬂ), (0.418)
v=1

1)1/+1

IJ 2
h = Z / Bp L b(v)fb(u) ngﬁcgg)) +Z(_

/d3p5(0). (9.419)
The charge operator Q can be renormalised by subtracting its divergency, which amount to

going over to the normal ordered charge operator
Q:=Q—p00Q|0), Z / d*p b(””b(”) d(””d(”)) (9.420)

In contrast to that a renormalisation of the momentum operator P is not necessary, since the
expectation value of (9.418) with respect to the physical vacuum state |0), vanishes due to
symmetry reasons in the momentum integral. Thus, the momentum operator (9.418) is already

normal ordered:
2
P-P=Y / Ppp (1Y) + ) (9.421)
v=1

We conclude that particles carry the charge 4+1 and possess the momentum p, while antiparticles
have the negative charge —1 and also possess the momentum p. And, finally, we recognize that
also a renormalization of the helicity operator h is superfluous as the expectation value of
(9.419) with respect to the physical vacuum state |0), vanishes due to symmetry reasons in
the discrete sum. Thus, the helicity operator (9.419) is already normal ordered:

yr

N N N 3<_1 (W)t (v W)t (v
.h._h_Z/de (16 — ddy) (9.422)

This means that particles with v = 1 (v = 2) and antiparticles with v = 2 (v = 1) have a

positive (negative) helicity.
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9.20 Propagator as Green Function

Analogous to the Klein-Gordon or the Maxwell propagator, also the Dirac propagator is defined
as the expectation value of the time-ordered product of the field operators @a(x, t) and Eﬁ (x/,t)

with respect to the physical vacuum |0) ,:
Sas(x, 1%, ) = p <0 ‘T (qﬂa(x, £ 5(x, t’)) ( O>p . (9.423)

Note that the definition (7.124) of two time-dependent operators A(t) and B(#') in the context
of bosonic operators is not valid for fermionic operators and is given instead by

T (A@) B(t’)) — Ot — ) A(t) B(t') — O —t) B(t') A1) (9.424)
with the Heaviside function (7.125). Note the appearance of the minus in (9.424), which reflects

the anti-commutativity of fermionic operators. Due to (9.424) the Dirac propagator (9.423)
reads explicitly

Sap(x,t; %, 1) =O(t —t')p <0 Y (x, t)%(x’, t)

0>P 0 —t)p <o

DX, ) (x, t)‘ 0>P . (9.425)

At first we derive the equation of motion for the Dirac propagator by performing the time
derivative of (9.425) and by taking into account (7.128):

0 . -
iz Sas(x, 6:X, 1) = ihd(t —t')p <0 ‘ [wa(xv £), s, t’)} +' 0>P (9.426)
+O(t —t)p <0 ihwwx’,t’) o> — Ot —t)p <0 @(x',tf)m—a%g’t) 0> _

P P

With the definition of the Dirac adjoint Dirac spinor (9.91), the equal-time anti-commutator
algebra (9.373), the Heisenberg equation of the Dirac spinor (9.378), and (9.423) we then yield

4

ih%Sag(x, t;x' ) = Z (—ihc oy V + Mc®Bay) Syp(x,tx ') 4+ ihyagd(t — t')5(x — x') . (9.427)
y=1

Thus, the Dirac propagator is just the Green function of the Dirac equation, which follows
from (9.87), (9.247), and (9.248). Multiplying (9.427) from the left by °/c and taking into
account (9.249), (9.250) the equation of motion of the Dirac propagator can also be rewritten

in a manifestly covariant form:

(ihy*9, — Mc) S(z;2") = thd(x — 2). (9.428)

9.21 Propagator Calculation

In order to derive a Fourier representation for the Dirac propagator, we must first transfer the

Dirac reinterpretation for the creation and annihilation operators &,(;,V)T and dg') to the plane
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wave expansions (9.380) and (9.381) of the field operator ?ﬂ(x, t) and its adjoint &T(X, t). To

this end we introduce the following notation for the plane waves of the particles

ug)(x, t) = wg) (x,1), ug) (x,t) = Qﬁr(f) (x,t) (9.429)
and, correspondingly, for the antiparticles

US)(X, t) = w ©)(x, 1), vg) (x,t) = wl(f) (x,1). (9.430)

Taking into account (9.401)—(9.404) the expansions (9.380), (9.381) then merge into

2
Y(x,t) = Z / d’p {ug’) (x, t)bg’) + vl()”) (x, t)dg’)f} : (9.431)
v=1
2
v t) =3 / &p {agf) (x, )t + 50 (x, t)&;">} . (9.432)
v=1

Now we can insert (9.431) and (9.432) into (9.425). As the annihilation operators bY’, d%

annul the ket vacuum state |0) , according to (9.408), (9.409) and, correspondingly, the creation

AL

operators bp annul the bra vacuum state p (0|, we get

2

Sus(x, £, 1) = Ot —t) ZZ / dp / & ul) (e, ) (X ) (0] BB (0} (9.433)

v=1v'=1
o ~1)S> 3" [ [ d e i e 01 0
v=11/'=1

Due to the anti-commutator algebra (9.407) this reduces to

2
Sap(x, X, t) =D / a'p {O(t = 1)ul)(x, E) (K ) — O — o) (x HT) (K, ¢) } (9.434)
v=1

Inserting the plane waves (9.324) into (9.434) and considering (9.429) as well as (9.430) one

obtains for the Fourier representation of the Dirac propagator

Mc?
tx ) = [ dPp——— 4
Sap(x,t;x',t') / P Grh)E, (9.435)

x {@(t — t)e Bt R P () (¢! — )¢ HlER(tt) P OeX)/H] p:ﬁ(p)} ’

where the following polarisation sums for both particles and antiparticles are introduced:

2

Uu v) —(V v _(V)

5(p) = Zu() = s (9.436)
v=1

vs(p) = Zvézz L”%ZW - (9.437)

v=3
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In order to evaluate these polarisation sums we have to perform several auxiliary calculations.
To this end we start with the Dirac adjoint spinor amplitudes resulting from (9.314) with the
help of (9.94) and (9.102):

w(v) w(u)f 0 i (XT <(—1)V+1> E’XT <ﬂ) p_a) for v =1,2, (9.438)

V2 2 Mc 2 Mc

—) _ 1 a (CDFN Jpe g (DTN [po

We also note that the bi-spinors x(£1/2) are complete:

S () () B @) (2 () - e

In fact, for the quantisation of the spin 1/2 with respect to the direction of the momentum p

we obtain according to (9.351)
cos(§)e 2 ON Lio2 o (O i
( e | ()i (g)e
9)e~io/2 0\ .. 0\ _, 10
2 o Z +igp/2 e —ig/2 | _ _
\e+io? > ( s1n(2)e ,COS<2)€ )—(0 1)—[.(9.441)

Furthermore, from the completeness of the bi-spinors x(41/2) we then conclude the complete-

ness of the charge-conjugated bi-spinors x¢(£1/2):

ixc< 1/+1> v <(_12)u+1) _ gcx* ((_12)u+1> . ((_12)u+1) p

v

—c {22: Y (“12_)“> v <$) }T ' =clct =cct =1T. (9.442)

v=1

After these preparations, the polarisation sum of the particles is calculated as follows. At first,
we insert (9.313) and (9.438) in (9.436):

P“(p)=%<\/%>éx((_l2$>x* (%) 0/%\/%) (9.443)

Due to the completeness relation (9.440) this reduces to

" 1 e ps  [po {’;}g‘; e
-3V ) (VB 5 ) o

Mc Mc (Mc)?

And, finally, using the side calculation (9.302) we yield with the Dirac matrices (9.94)

iy L pu O o+ I O _ pt+ Me
P(p)Q{MC<&M 0>+(0 I)} P (9.445)
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The polarisation sum of the antiparticles is calculated along similar lines. Inserting (9.314) and
(9.439) in (9.437) we get

Pv(P)%(_\/%)ZX( ”+1>xc*( v+1><\/p7\/p7> (9.446)

which reduces according to the completeness relation (9.442)

1 ]1\';[—0 / pa | po (pj}pﬁ JZ\';[_U
Pv(p) — 5 < _\/E ) ( ) a e . (9447)

Mec (Mc)?

With the side calculation (9.302) and the Dirac matrices (9.94) we finally obtain

v L) py O ot I O _ pt— Me
P(p>_2{Mc<5u o) (0 1)}_—21\4@ . (9.448)

A comparison of (9.445) and (9.448) reveals that there is a simple relationship between the

polarisation sums of the particles and the antiparticles:
PY(p) = —P*(—p). (9.449)

Using (9.449) in (9.435), the minus sign between the polarisation sums of the particles and
antiparticles compensates the minus sign, which originally stems from the definition of the

time-ordered product of fermionic operators in (9.424), yielding

Mc?
. t: /t/ — dS
Supletix.0) = [

> {@(t o t/)€_i[EP(t_t/)_p(x_x/)/h]Psﬁ(p) + @(t/ . t)e-i-i[Ep(t—t’)_p(x—x/)/h} Psﬂ(_p>} ) (9450)

It turns out that this form of the Dirac propagator is universally valid for massive particles
with arbitrary spin. The respective spin dependencies are hidden in the polarisation sum of the
particles. For example, the result (9.450) agrees with the Klein-Gordon propagator (7.139) with
the plane waves (7.113) provided that the polarisation sum is identified according to Pys(p) = 1.

9.22 Four-Dimensional Fourier Representation

Substituting the explicit form of the polarisation sum of the particles (9.445) into (9.450), one

obtains

Mc? B (bt nym PrVas + Mcdag
Sa LX) = d3 ot —+t —i[Ep(t—t")—p(x—x")]/h L' 'aB

‘ ) i =DV s+ Med,
+ @(t, o t)e+z[Ep(t7t )—p(x—x")]/h p“ryo‘ngC A } . (9451)
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The four-momentum vector in the polarisation sum of the particles can now be understood as
the effect of applying the four-momentum operator on the plane waves, see (6.96):
. M02 1ho ’7“ +MC(SQB . , ,
Sa tx ) = dd ot —+t K lap —i[Ep(t—t')—p(x—x") /h]
ﬂ(X? 7X? ) / p(Qﬂ_h)?’Ep ( ) 2MC €
ih0,Yhg + Mcda
2Mc

As now both terms involve the same differential operator it is suggestive to bring it in front

+O(' - 1) i e“[Ev(”’)P(X’")/h]} : (9.452)

of the momentum integral. Note that this manipulation leads to an additional term due to
applying the time derivative upon the Heavside functions. But one can convince oneself that
this additional term vanishes due to the odd symmetry of the respective momentum integral.
With this we yield

Sap(x,t; %, 1) (9.453)

ih@uvgﬁ—i—Mcéag/ s M
2Mc P 2nn)E,

% {@(t ) iBR ()R] gy t)e+i[E,,(t_t/)_p(x_x/)/h]} _

The remaining momentum integral just represents the Klein-Gordon propagator as discussed

below Eq. (9.450). Thus, the Dirac propagator can be obtained directly from the Klein-Gordon

propagator by applying the following differential rule:

ihd,Yhg + Mcag
2Mc

Since we have already found a covariant formulation for the Klein-Gordon propagator in Sec-

Sap(x, ;%' 1) = G(x,t;x',t'). (9.454)

tion 7.12, also the Dirac propagator can be formulated covariantly according to (9.454):
ihO, " + Mc
2Mc
Note that (9.455) can be generalized to any massive particles with arbitrary spin according to

the remarks below (9.450):

S(x;a’) = G(x;a'). (9.455)

S(x;x') = P"(ihd) G(x; ') . (9.456)

Indeed, inserting the explicit form of the polarisation sum of the particles (9.445) for the
Dirac theory in (9.456) yields back (9.455). Substituting the four-dimensional Fourier rep-
resentation of the Klein-Gordon propagator (7.169) into (9.455), we obtain a corresponding

four-dimensional Fourier representation of the Dirac propagator:

ihd, " + Mc d*p 1 , ,
S(x: / _ 1% hoMe li —ip(z—a')/h
(z:2) 2Mc ! 0o (27h)* p? — M2 +in ‘
d* m 4+ M , /
— ih lim DDy £ ipta-ain, (9.457)

no ) (27h)* p? — M2 +in
With the help of the Clifford algebra (9.95) of the Dirac matrices, the denominator of (9.457)

can be transformed as follows:

|
PP M = pupug™ = MO = S pup, (V1 9 — M

= (o) (p") — (Mc)? = (puY"* — Mec) (py” + Mec) . (9.458)
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In the n | 0 limit, the numerator in (9.457) can be cancelled by a factor of the denominator
in (9.458). With this the Dirac propagator has the following compact four-dimensional Fourier

representation:

d* h - /
S(x;2") =lim P ! e~ pla=a)/h (9.459)

no J (2wh)* pyyt — Mce+in

In this form, the Dirac propagator obviously satisfies the equation of motion (9.428):

4
ihy* 9, — Mc) S(z;2") = ih b e~ P/ — B §(x — o). (9.460)
a (2wh)4






